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A STATEMENT OF PURPOSE

.

Electronic digital and analog.computers have effected a comprehensive
transformation of chemistry. They have greatly enhanced model building
or simulation, data refinement and redUction, analysis of data in tires
of'models, on-line data logging and control of experiments, quantum
chemistry and statistical mechanical calculations, and information
storage, handling and retrieval including dynamic visual dieplay.

a ..
.Sophistioated technique for data refineaent and reduction,
such as time-averaging, curve fitting and Fourier transforms
now can be systematically applied, thus enabling the expert-
menter.te extract much more useful information from his data.

With a.much larger variety Of numerical techniques available
to his, the chitaist.is no lOnger limited to the foraulation

,

of only those mathssatical, Softie for which analytical-
solutions in Closed form can be found. Models can be made
much more comprehensive.

The rapid growth of the mini-computer'industry has provided

relatively inexpensive and powerful small computers, and
integrated circuit module technology ehablee the chemist
to design and ciinstruOt his own interfaces 'between the small
control computer and hieeXperiment.

Other non-numeric applications of the computer include
techniques for'-the systematic search of,f,the cheaical

literature, 'structure determihition and iolecule identi-
fication by data matching, and design of complex organic
synthesis.

A majdr problem facing the chemical profession is, that most chemists
have not yet become reasonably aware of how important the computer has
become in chemistry.'

The problem is further compounded in that chemistry curricula have
not yet been significantly content modified in order that these new
techniques., can become in integral part of the education of the chemistry
student.

The problem is in pert one of 'communication between those few developing
these new techniques of chemical problem solving and those many who
can use them and/or teach them.

Consequently, thie:Conference has been organized to:

provide a national forum on the ispliat of computers on the
way chemists do cheiistry.

---,encoUrage wider investigation of-the use of computers in
chemical research.

make known the current status and the potential of computer
- assisted instruction, and

inspire further examination of chsaistiy curriculum content in
reaction to computer utilisation.
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Data Acquisition and-Refinement

*.

Introduction

K. Biemann
Department of Chemistry

MassachUsetts Institute-of Technology
-Cambridge,-Ma. D2139

4 . -

), 3he_iyer,in;Teasing availability of -computers to the experimental
1.4the9retiCei., chemist and hia.increasing willingness to use them in
an efficient' find Oitatt mode of interaction opens avenues not previously

sp,toasihlal :PqAged. ototistical treatment of experimental data allows
much more- infOrmation tO be derived from them and permits the design of
eXpettoentsin. away that, .maxiplizes the, results While: minimizing the .

...005ecr:Of 04..41 he, taken. Sciphioticated error analysis further increases

_ Aft .While tho Mathematical principle of the

51.ethat,-weth lArgely fini long time, only the availability of
. . cqmpAters retake it -.1)*114q , App1.y. them now on a large stale; furthe-
7 such that approaches

yfiet amount . of.. date. :handling would be. imptacticsl.

*-;.---:: - z _

-fihkaaVent .the iilOistorS:cirtiter brou gh_t_ the Chemist
even..c oser to t e rea ,ttime ut zation of these devi;es And instruments

BpulileA _to it, coMpliter are. hecomik .mote an4 :more wide spread.'

Thp'.r.eaRlPin$14se:_prl the, accUmuiakiOii.of vat'isi:iCally. meaningful

emou4g of data mithir a' ahoit time' silloOfhiti$A3C6e-.4ta to increase

A ,
he 44PE9s..fd411943(4 `ratio ii9tritment .0d _eiren,feed.;back, control

the pataddtera:of thO instruMeit by the Computet,itie f)08Oming more

:04',OLOre Effort of tits tyRe will. veccoobteAy:iocigase
tide *467140(ge c4Oeet0,4 chemical phi?tomena ',Fortunately

teehOlpee' for Tetpqe$3 ietfievirig and Orre)Atine the 'resiatieg.
, 'il4t*ThitiO6'41,11-keeiir from -being huriid Under it

.

\'

10
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TECHNIQUES IN ON-LINE DATA Milk*

Roger E. Anderson

Lawrence Radiation Laboratory,' University of California

Livermore, California 94550

June 9, 1971

Ir

Current laboratory practice includes the use of small computers

directly on-line' to gather and'procets experimental data. More,sophis-

ticated utilization will include the use of the computer to effect or

control the experiment, 'Simple control is referred to as open-loop', ,

'while if the processed data is used to control the experiment, it is

'1#

" referred to as closed-loop.' This paper will be concerned with the tech-

niques involved in obtaining the data and, the techniques of oil-line461a
N

* -

processing that relate particularly to the bn-line applications. Most

He>f tpe material,herein is not original, but is a collected set of infor-

, mation -pertinent to on-line problems.

. 0
Thellrst item to be considered in an on-line application is the

'inpUt'dAta. Usually, 'this is an analog signal that must be sampJe4 and

converted to digital' form. -Sharulont s sampling theorem tells .us that we
-

must samPle'at least twice per period of the highest frequency component

of information to be able to reconstruct the input signal. If thignals

of greater than twice the sampling frequency eRist and are sampled, the

Work performed under the.auspices of the U. S. Atomic Energy Commission.

II!
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high frequency sampled data rwill be indistingui0hable from lower frequertcy,

data. This is illustra44 iri Fig. 1. This lack pf dJ..'stinguishabiTliti ., .

,...
. , .

tetweentwo sampled frequencies'is called aliasibg. It must te noted ,

that no correction of the sampled data can be.made once aliasing has

occurred. The mannerAn- which the friequenoies are aliaed As also shown

p

ift Fig. 1 and is a periodic folding of 'the'frequency spectrum between the

Nyquist frequency and zero'. The Nyquist frequency is the highest fre-

quency represented at the given samplizig rate. Figure 2a is an example

of chromatographic peaks digitized in three.meehods, each having a dif-
:

fererrY,input,dsta bandwidth. The bandwidths are respectively 1KHZ, 10HZ
;. . .,

... . .

and'ifFZ. \ The sampling rate was 20 samples Per second. The aliased noise

due .tAxtreme bandwidth is obvious on the first example, and 60HZ line
.5

i frequency aliased to near zero is quite apparent on the second. The third

I, represents the true quality of theta shown in its own bandwidth.

The previous examples showed the results of digital data without

concern for the. method of analog-to-digital conversion. The previous

conclusions are independent of conversion; however, some problems are

conversion method dependent. Most current analog-to-digital (45) conversion

is performed by one of two methods. These are successiveapproximation

and integrating .converters. Successiye approximation converters function

by successively comparing the input to a digital-to-analog signal and

setting a bit at a time, starting with the most significant,' bit. Dependiw

upon whether the unknown is greater .or less,than the comparison, the cor-

"respOnding bit'is retained or reset. _This is shown diagramatically in the

a
From UCRL-71725, "An Automated, High Sensitivity, Three Column Gdg
Chromatograph," Frazer, J. W., Duval, V. and Anderson, R. E.

1-41,
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top of Fig. 3. The process is sequenced by an internal clock/the total

time.to make a Complete comparison is known as the conversion time. The

A4)converter is observing the unknown voltage during the entire conversion
A

time. We now consider what happens if the'input changes during the con-

A vershop process. See the bottom of Fig. 3. If the signal should drift.

past a conversion level,often the comparison is made', the succeeding com-
,

parions'will all-be in error. However, if the change .is less thlan the

voltage corresponding to one least significant bit and linear,. the result

will be in error by no more than one bit. Thus thesamplitude of the signal

at one quarter of the maximum conversion frequency must be less than the

one least significant, bit. This canibe accomplished -by "limiting the band-

. width Of'the.sidbal prior to the A/D converter: This is in addition to

that required to limit the bandwidth to less than the'Nyquist frequency.

An alternative method. to filtering for ketping the A/D converter

input constant is a ample-andtkitd circuit. This is 'essentially an

electronic switch followed by an analog memory. The operation is shbwn

diagramatically in Fig. 4. Note that it takes a finite amount of time to

sample the system and achieve the input value. This is called thegaperture

time of the sample -and -hold amplifier. Since it takes energy from the

input, and this energy is stored via a capacitor, the circuit has a response

approximating an integrator. rris we Should expect a response that falls

Off linearly with frequency with a turnoVer corresponding to the aperture

time.' In other words, the maximum bandwidth seen by a sample-and-hold

circuit is approximately one divided by the aperture time, and totally

independent of sampling rate.

$.
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The amplitude response as a function of frequency of a simple RC

integrator is shown in a semi-log plot in Fig. 5. Nbte that this is

asymptotic to two straight lines with a corner frequency equal to the time

constant of the RC integrator. A gated integrator has a similar response,

'except that it has zeroes corresponding to the frequencies when integer

multiples of the signal period colticide with the gating period. Thus,

the sample-and-hold circuit gives bandwidth reduction, however the corner

frequency may be very high for short aperture times.

The second most popular A/D conversion technique is the integrating

voltmeter. They function in a. number of methods, but. all rely upon inte-

gration of the Unknown signal for,ayerio&of time. Presently, the dual-

.slope integrator is the least expensive and its conversion method is

representative. It functions by analog integration of the unknown voltage,

V:i for a fixed time, from'ti to t2. This is line in Fig. 6. Then a

negative reference voltage is integrated until it reaches zero, from i
2

until t3. This is line OB in Fig. 6. This time is digitally counted,

and is a direct measure of the integrator voltage V2, which is proportional

to the input voltage V1. Note that the sample integration time is less'

than the conversion time. This is &lso true for a voltage-to-freqUency

type of integrating voltmeter operating at less than maximum sampling

rate\ This has the same amplitude response as the. previous example of

a gated integrator. The amplitude response has zeroes and falls off

reciprocally with frequency,, within a corner frequency depending upon

the input gate time. Thus the corner frequency increases as the duty

cycle decreases, independent of the sampling rate. This is shown in

.14



Fig. 7. And consequ

converter does not

perform'ance'(freque

One more fac

out. In an A/D

discriminator,

greater-than

1-6

ently, the use of an integrating analog -to- digital

insure a lack of frequency aliasing. In fact, as

ncy-wise) improves, the aliasing becomes worse.

t about analog-to-digital conversion'should be pointed

converter, the decision is always made by an analog

a logical element. A bit or a result is made upon ,a

or less-than comparison. This result holds until the input

becomes greater than the next comparison level, although the input changes .

continuousl

cant bit i

not round

duced is

signal

bit ad

tract

it

ni

a

between the two comparison levels. Thus one least signifi-

the minimum comparison level and any intermediate level is

ed, but chopped to the lower comparison level. This error intro-

khown as the quantization error. For true rounding, the input

must have a voltage corresponding to one-half the least slgnificant

ded to it prior to conversion,. if the input is positive, and -sub-
.

ed if the input is negative.

Now we turn to techniques byjihich we try to improve our data after

has been digitized and stored within the computer. The first tech-.

ques can be applied to the data on a continual basis as it is being

cquired while the latter must be applied to the entire data 'set as a

whole.

One of the first digital techniques to be used -CO improve the signal-

to-noise ratio (S/N) of digital data was that of ensemble averaging.

Ensemble 'averaging consists of multiple scanning of the observation in

some viable domain, and summing the experimental observations corres-

ponding to some value in the variable domain. See Fig. 7. The intensity
41r
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of some measurable iSdeteimined as a function of some parameter (usup1ly

a function of ttme). Then the experiment is repeated and the value of

the measurable 'corresponding to the same value of the parameter is summed.

This is performed a piesCribed number of times. Since the desired vari-

able is summed in phase coherence with respect to the parameter, its

signal should increase linearly with the number of, scans, Noise, on the

other hand, is. incoherent and should increase as the root mean square of

the number of scans: Thus the signal to noise should increase as the

square root -of the number of scans., The theory has been analyzed in

detail by Ernst
b

and indicates the ultimate improvement available.

In adation to the improvement in signal-to-nsbise ratio, there is

alio an improvement in resolutibn. In other words, the final data has

a resolution greaten than that of the A/D converter used to take the data.

This is Shown diagramatically in the upper part of Fig'. 8. When the'input

has a given comparison,value, the digital output is that of the comparison

value. If the input is less than that of the comparison value, the output

is one least significant bit less. For intermediate values, the output is

that of the next lower comparison value. This merely illustrates the quan-
14-:-

_tiztttion error mentioned previously. Now ff.the input contains random

noise in addition to the signal, the input corresponds to the lower part

411,'Of Fig. 8. Ifthe noise is white noise; ile., its frequency distribution

.4 uniform or its aimplitUde distribution is Gaussian, then it has equal

'probability cif being above or below the comparison value. When a number

otmeasurements are taken, the average will be the mean of the measurements

b
Ernst, R. R., Rev. Sci Insts. 36, 1689-95 (1965).
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and will be more representative of the true value -! If the noise is truly,
A>.

tandom, then its standard deviation will be proportional to the square

root of the number of measurements, and since the absolute error is pro-

portional to the standard deviation divided by the number,of measurements,

a/n, the resolution will improve with the square root of the number of

scans. The proportionality constant will depend upon,the standard devia-

tion of the noise signal.

It is significant to point out'that for data with extremely good

ratio, the improvement in resolution will not exist. A perfect coherent

ramp/will ensemble average as a staircase. However, the data can be

improved by the addition of a pure noise signal at the input to the A /.D

converter. The data will approach linearity if the standard deviation

of the noise is large compared to theuantizatioh error. Particularly

note that ensemble average does not eliminate the quantization error,in

any way. The data approaches the-true value if the added noise has,a

mean of_one half the least significant bit of the.A/D converter. In all

cases of'ensemble averaging, the data taking and the.experiment must be

synchronized, either by computer control or by a trigger signal from the

experiment.

For unsynchronized data containing a periodic component, a different

digital technique is available. This is the process of correlation. Since .

the periodic component is coherent with its own period, the correlegram will

show a periodicity with the same period. The noise in the signal is coherent

only in the region of zero phase shift, and thus will contribute to the

correlegram only near the origin. Thus the signal value for large values

17
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of signal difference will show the same signal to noise improvement as

occurs in ensemble averaging. Since this periodicity can be obtained

by source modulation,.tLs technique gives S/N enhancement for single

value measurements.

One additional on -line technique exists for the improvement of data.

The technique is called digital filtering. Although long known4 it was

.first introdUced to the chemical literature by Sanitsky and Goulay..c

The techniquethey described has been known by many'names: digital

filtdring, convolution, least squares fitting, smoothing, and mire.

The procedure is best dialled digital filtering since it is directly

. analogous to analog filtering of the analog data prior to digitization.

We can implement, in the digital domain, the same result as an analog -

filter in analog world.. We can have low pass, high pass, band pass and

notch filters. In addition, we can'also implement filters for which no

counterpart exists in the analog world. As a quickexample, for.non-,

real-time systems, we can implement fifterg with no frequency- dependent

phase-shift. However, let me repeat, that no digital filter can compen-

sate for frequency aliasing errors. .Once frequencies are aliased, they,

are digitally indistinguishable from their low-frequency counterparts.

- Thus the frequency domain of the digital-. filter liei below the Nyquitt

frequency. However, this does not deter its usefulness in the general

case, as for example in line frequency rejection or in transmission line'

frequency compensation. The corresponding digital filter may not be

c Sanitsky, A. and Goulay, M. J. E., Anaf. Chem. 36, 167,-.39 (1964).

.16

A
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extremely difficult to implement, while its analog counterpart can easilysob

be alm9st impossible for a complicated frequency-phase-amplitude charac-

teristic.

Digital filters are easily implemented as a sum- product of data. The

data maybe either direct input.pointsor computed input points. This

divides the filters into two classes--finite memory'filters which compute

on input data only, and infinite memory filters that compute upon pre-
-.

. viously computed filter points: The diTference ;between the two, is easily

illustrated in Fig. 9 that shows the corresponding responses to a step

function of.the two two-point filters. ,Since these filters all correspond

to a moving'4indcw, they all represent a contribution. Digital filters

are most easily described in terms of their Z-transform. Since that is

beyond the scope of this paper, the reader is referred to the literature.
d

However, it .is'pufficient to say that the filter 'consists of a linear

equation relating the output to a sum of products of coefficients times

previous input or output points. Thus the filter is a finite' difference

equation and is directj analogous to differential equations in.the analog

vorld. As an example, the simplest five point smoothing filter is:

1 1. 1 1
yn-5Xn = yn-3! + + yn-3 + yn-4 +

7

The corresponding leapt square filter :

12 12Xn = g yn-1 + yn-2 +
17

yn-3 + yn-4 S3 yn-5
3 35

d
Jury, E. I., "Theory and Application o the Z-Transform Method," Wiley (1964).

Nb



Although it cannot be implemented in the on-line case, the numerical
N

Fourier transform is another example of a numerical filter. Once data is

transformed from the time to frequency domain, any phase-frequency operation

4.s a simple vector dot-product operation. The amplitude or phase at-any

frequency can be readily multiplied by any constant or variable to produce

the desired result. However, the reader. is cautioned against arbitrAry

constants unless he is familiar with the consequences in Fourier Series.

In particular, the,problems with truncation and the Gibbs Effect may pro-

dude results other than desired. Other types of numerical transforms can

be employed to further treat data, but one shod be very familiar with

the transform properties prior to usage. A known transform does not

necessarily produce desired results.

In conclusion, numerical treatment of on-line data is severely

restricted by,the user's knowledge of numerical properties involved.
-.

Some areAry obscure indeed, and very difficult to anticipate. Thus,

,it is advised that the user first investigate known functions, Tollowed

by function similar to his data set prior to experimental investigation.

\

To summarize, I'quote R. Hammine "The purpose of computing is'insight,

not numbers."

e
Miming, Richard, "Numerical Methods for Scientists and Engineers,"
e,cGraw-Hill, 1962.

4
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FIGURE CAPTIONS

. .f,

Figure 1. Sampled Aliasing

Figure Za. Bandwidth' Chromatogram

Figure 2b. 10Hz Bandwidth Chromatogram
0Figure 2c. .1Hz Bandwidth Chromatogram

Figure 3a. Successive Approximation A/D Converter

Figure 3b. Success ive Approximation Converter With'Drift

Figure 4. Sample and Hold Ope,ration

Figure 5. Amplitude Response of an RC Filter

Figure 6. Dual Slope Integrating Analog-To-Digital Converter

Figure 7. Amplitude Response of Gated Integrator

Figure 48a. Quantization Error 0
Figure 8b. A/D Conversion with Dither

. , tt .

Figure 9 Impulse Response of Two-Point Finite Memory Filtet r
.

.Figure O. . Impulse Response of Two-Point Infinite Memory Filter.
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Mark R. Ellenberger
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Abstract: A brief treatment of the statistical moments
of data,-estimation of imprecision, and propagation of
error using numerical analysis is given. A method for
taking input data with their estimated imprecisions
and propagating the imprecision througha computer
program to arrive at a final result and its estimated,
imprecision is developed. The theory is developed for
cases where the imprecisions 'in the data are uncorrelated
or independent of one another. The method allows for
distributions of error which are nonGaussian, but is
illustrated' with a normal case. Current programs can
easily be modified to incorporate the error analysis
subroutine, with some nuisance in notation and input-
output format. Computation time will increase by a
factor of ten for error propagation computations.

Introduction: The computer systems now available often
free us from major concerns of minimizing computation
time. Attention can now be turned to using the computer
for a more complete use of the data, namely, for the
determination of the uncertainty in the final result.
The six or eight figure numbers produced by the computer
printout are completely unrelated to the number of
digits to which the number should be "rounded off",
and a casual analysis of2error can be quite misleading.
The error propagation method described below can give
the researcher a well founded estimate of the precision.
of his results. At the same time it provides a tool
for determining which factors in the data are leading
to the most serious imprecisions.

Instruction in the use of computers to reduce data
taken in undergraduate laboratories is incomplete unless
error propagation is included. Students can best
appreciate the problem of "weak links" in the data chain
and the danger of overconfidence in computed results if
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the estimate of imprecision is carried out along with
the main computation. The method below was designed
with,the beginner in mind. While it can be expanded
to serve more sophisticated needs, it can be applied
almost as an added packaged subroutine to most simple
programstused in the physical chemistry laboratory.

Approaches: Various techniques have been developed to
cope with the problem of error estimates.(Hahn and
Shapiro) First: the Monte Carlo technique requires that
a number of program runs belmadel each with a different
set of input data chbsen from a statistically represen-
tatiVe set of data values chosen about the mean values
of the inpdt parameters. The distribution of results
can then be analyzed to determine the imprecision of
the'mean value. The method is rather lengthy and not
ea'sy to .insert into current programs.

'Second: A step by stcp algebraic determination of
the propagated error m4y,be used.('Strobel) Some skill
at taking derivativeg is required, and the computer
program maY need considerable expansion to evaluate
the- resulting equations. Third: A numerical different-
iation'about the mean value of a computation can be
used in a Taylor series expanion about that point to
get statistical moments about the mean value. This
combines the best of the two methods above and results
in a more convenient modification,to current programs,-

Theory of Moments:' The statistical moments of a set
of N values,

f
xi about zero are-defined (1<ndall and

Stuart) as '

<1>
J

t.

/1
E

where j is an integer larger than zero. The first -o
these is called the mean, x = MI. The moments of,the
set of data (in this case we mean,repeated measukements
of the same experiment, differing in value only because
of experimental imprecision) about the mean are

-particularly useful for unimodal distributions which
have a monotonic decrease of probability of observation
as the possible value gets farther away from the value
most likely to be observed, the:mode: In such cases
the shape of the distribution can often be.defined to

L. =

satisfaction in terms ioif the first' few moments about
the meap. These are defined as
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410 L
Here L1 is ze o by the definition of 7. The variance,
L2, is the sq are of the standard deviation ,cr . The
lack of symmetry about the mean is measured by L3. A
normalized quantity called the skewness is defined as

pi= L
3
/L

2 '

while kurtosis is defined as K= L /L
4 2

The _latter is a normalized measure of peakedness, LA,
that is, low sharply the distribution peaks near thd
mean, relative to the height' in theigings',far from
the mean.

The M values are somewhat easier to compute, but
the L values are simply derived from them.

<3') L 2 = M -
2.

<4) L -= M3 - 3 in !'1 4- 2 /Y113

N..

.<5> L /113 />'1
n

l
+ A i - 3n1:'

t Estimation of Moments for tata: Rather than determining '

the statistical moments for each parameter (at each
value in its range) experimentally, one can make some
reasonable estirhates about the limits of expected error
for each parameter: For each parameter, use the mean
value x ,(the value observed), the lowest expected value
A (smaller than 99.9% of the values expected,to be
pbseived if replicate observations were made), and the
highest expected value B (larger than 99.9% of the
anticipated replicates). These can be used with a,simpie
and general distribution *Orm which is readily related
to the statistical moMents. (Ellenberger)

This polynomial distribution. h[x) is related to the
normal distribution of'the standardized normal triate z,
which has a distributiOn g(z]-, by-the relation, _f/t.

x ba 4 CZ -4 d , and note that 1,D)

Specification of the coefficients and relation to the
-L and M values is most easily accomplished through some
more relations,-derived.from A;B, and x above. The
distribution span S=B-A is related to'the moments'by

, - which,reduces to 6er-for

5ymmetriC ,distributions. The skew ratio 'R=(7-A)/S is
define& in a complex manner, but for D.3< R< 0.7 it can
be approximated by the form

iv
. tr )

v..10n.,
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<7) K From these we can get

<i> LL. S '1(,)23

> L 3 = g 1-1./L for O. 3 < R < 0 . 7 , and then get

</c.> /VI 1)1 /113:= L P (3 Piz 2 P112. .

The coefficients relating x to z are defined as

«1> a [-V 0- 2. Ar-

412) b = S (t- 2.1Z)
is

<13> C

('v> .d A 4- S

This procedure may be skipped, of course, if a symmetric
distribution (L3=0 or R=0.5)-is assume1:1, in which-.case
the standard deviation may be estimated directly.

Theory of Propagated Error: If a computed result y
depends on, several input variables (xl,x2,..xm,..) whose
errors are uncorrelated, then the statistical moments
of y can,be calculated using the functipnal dependence
y=fix'si of the result on the input parameters and the
known or estimated statistical moments of the x's. This
is accomplished (Scarborough). by expanding the function
in a multivariate Taylor series.. Using the notation
.Xm for the mean of the mth parameter, and expanding to
second order only, we get .

(17- (x )
Vol

k 3it
J-0r k

f (2'11 4-
2 E E (2:1,

roc
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The first statistical, moment "about'zero is then,

+.4 w 2)'sk

The second moment about the mean of y is

47) E(21)2. Late. p-.1 zx 4/4 )xft,x 44: k.

and the third and fourth moments about the mean are

L3 = 2:(?1)3
3

and
31. )x w%

k

<II) Lq, = 1: (1J-11 L 4- (1_1 ) L
)x, )x ) x fr

1% x
M >11%

Thus, given a known function and the statistical
moments for the input parametere, the appropriate
partial derivatives may be obtained analytically and
used in equation ferm in the computer program to get
the moments of the computed result. An alternative
route makes use of a subroutine to determine the
deriatives numerically by varying the input parameter
values about their mean values. The latter technique
is chosen for further development here, since it requires
no analytic differentaation.with the consequent added
programming. It can be used with most current programs
if minor alteration's in input'and output format are made
and a simple and"general subroutine is. added.

Numerical Differentiation: Evaluate y=f[xm's] at several
values of one of the variables xm, these values spaced
equally by hm about the mean Xm, keeping the other

.variables at their mean. valuesRk. Differences between
the y values' thus obtained are labelled.

<2; (L ÷1)

<2-1)

41,

<10 eq = 21# y. . The partial derivatives

are related to these differences by infinite series, but
a truncation of these series to the first few terms gives
satisfactory results. For the first few derivatives,
the truncated series approximations are (Scarborough)

k
and

or, in general,

pals '

4( 1

ra
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<7-3
+ ayd

Jx. yk
1

-1,13 4 617-
2... and

z.,1> 1) I (41 / 2 V ) . These are
)74:, 12" 7-G It I-7.-

ki, w. .
.

.

computed for each dnput parameter, using hel/L2m/4 or
some other convenient interval, and are combined as
indicated by equations 16 -19. .If there are. further
computations where y is involved 'and error- propagation

-_is desired, these results can be incorporated in the
next stage of computation.

,-

Notes on Implementation: The program,given in the
Appendix calls a standard subroutine whenever there
is'an error propagation to be done in the main program.
The calling statement replaces the line used for the
equation computation in the old (unmodified, without
the error propagation) program. The equation is now
listed in a second subroutine which is used in the
numerical differentiation. .The equations thus listed
are in a standard form, y(N3)=some function of x(t)'s.
This.simplifies the form of the standard subroutine,
although it has the unfortunate effect of obscuring' the
'meaning of the program to the casual reader. That is,
variables which in the original program were easily
distinguished because different letters were used to
represent them will have to be changed -to x(1),x(2),etc.

The program given here uses only the mean'and the
standard deviation of input paYameters and computes
only these two measures for the output results. Thus
Only equation 16 and the first term of 17 are used.
The readin format of the old program and the'scaling
and printout of the old program must be changed to'
accomodate the new symbolism of xis and y's and to
make room for the standard deviation next to the mean.
A more complete moment analysis would require indre
space and computer time, but would be equally straight-
forward to setup.

Appendix: The following program is written in the
BASIC language for the Dartmouth Time-sharing Network.
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tt
.

100 REM THIS PROGRAM CONVERTS THE READINGS OF A N
1024 'IMPEDANCE BRIDGE TO PARALLEL R AND C DATA. .

.
104 'PUT DATA IN AT LINE 3000 FF: FREQ(KHZ), D READING*
106 'C READING. ***PROGRAMMER: R.D.NELSON -05753
110 LET M=8000*ATN(1) 'A CONSTANT
200 DIM X(30),E(30),M(5,5)
205 DIM Y(10)
210 READ Ni '#INPUT PARAMETERS WITH ERROR
215 REAii\N4 'NUMBER OF DATA SETS TO RUN THROUGH
220 FOR 1=1 TO N1
230 READ X(I),E(I) 'MEAN, STANDARD DEVIATION
240 NEXT I .

245 REM FREQ,D.,C ARE INPUTS
250NLET N3=1 'CALC HolF*D
255 GOSUB 4000 'TO AVOID ERROR 'CALC, USE GOSUB 5000
260 LET N3152 'CALC CPC/(1+102)
265 GOSUB 4000 .

270 LET N3=3 'CALC RP*(10:6)/(M*F*D*CP)
275 GOSUB 4000
280 IF ABS(X(5)X(3))<0.I*X(3) THEN 400
290 PRINT "LARGE CORRECTION TO CAPACITANCE"
400 PRINT "FRECI(KHZ)="3,-,'
402 LET N2=1 .?

04 GOSUB 6020
410 PRINT "D READING="/
412 LET N2=2
414 GOSUB 6020
420 PRINT "C READING="/

'422 LET N2.3
424 GOSUB 6020 . -

440 PRINT "-PARALLEL CAPACITANC*PF)=";
.442 LET N3=2 -

0

444CGO5UB 6000 .

450 PRINT "PARALLEL RESISTAgCE(MEGOHMS)-0";
452 LET N3=3
454 GOSUB 6000 .,

456 PRINT
460 LET N4=N4*.1 "'

470 IF N4>0 THEN 220
500 STOP a

3000 DATA 3,2
3010 DATA 1,0.001, 0.00015,0.00001, 210.567/0.002
3020 DATA 10,0.01, 0.13,0.04* 210.567,0002'.

.

4000 LET Y=Y1=0 'SUBROUTINE FOR MEAN AND STD DEV OF CALCULATION
4010 FOR I=1 TO N1 +N31 'EACH POSSIBLE PARAMETER
4020 LET E=E(I)/2 'SET INCREMENT SIZE
4030 LET X=X(I)-3*E
4040 FOR K =1 TO 5 'THE SET OF Y'S FOR ONE PARAMETER VARIATION
4050 LET X(I)=X+K*E
4Q60 GOSUB 5000
4070 LET M(K.101)=Y(N3)
4080 NEXT K
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4090
4100
4110
4120
4130
4140
4150
4160
4170
4180
4190

FOR L=2 TO.5 'DIFFERENCES IN THE Y SET
FOR K=1 TO 6-L
LET M(K,L)=M(K+1oL1)-M(K,L1) 'SEE EQ 22.
NEXT K

NEXT L
,

LET X(I)=X+34cE 'RESET THE X
LET Y=Y+M(2,3)M(1s5)/12 'SEE EQ 24.
LET Y1itY1+01(2.2)+M(3,2)(M(1,4)+M(2,47)/6)12
NEXT I

LET X(N1 +N3)=24cY+M(3,1) 'THE MEAN OF Y, SEE EQ
LET E(N1 +N3)=SQR(Y1) THE STD DEV OF Y

'SEE EQS

16

17,23

4200'RETURN
5000 ON N3 GO TO 5010,5020,E030
5010 LET Y(1)=X(2)#X(1)
5015 RETURN
5020 LET Y(2)=X(3)/(1+X(4):2)
5025 RETURN
5030 LET Y(3) =1000000 /(X(5) *X(2) *X(1) *M)
5035 RETURN
6000 PRINT X(N1 +N3))"+-";E(N1+113)
6010 RETURN
6020 PRINT-X(N2);"+."3E(N2)
6030 RETURN
9999 END

RUN (on,the DarmOuth Time-sharing Network)

CAVE , 12 APR 71 14:57

FREQ(KHZ)='16.+- 0.001
D READING= 0.00015 +-so.ppbor
C READING= 210.567.+ 0.002 -

PARALLEL CAPACITANCE(PF)-'210.567 2.00113,E3
PARALLEL RESISTANCE(MEGOHMS)- 506.1.33 +- 335.965

LARGE CORRECTION TO CAPAdTANCE
FREQ(KHZ)= 10. +- 0.01
D READING= 0.13 +- 0.04
.0 READING= 210.567 +- 0.002
PARALLEL CAPACITANCE(PF)= 85.3291 30.2851
PARALLEL RESISTANCE(MEGORMS)= 1.75014 +- 0.671412

TIME: 0.458 SEC. (includes compilation time)
READYk
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CORRECTED FLUORESCENCP SPECTRA BY 'COMPUTER POSTPROCESSING*

V. Allan Mode, David H. Sisson, Carolyr A, Bailey

Lawrence Radiation Laboratory, University of California
Livermore, California 94550

INTRODUCTION

The availability of relatively low-cost, high-quality,fluor-
.

escence instrumentation has enabled the routire use of fluorescence
analysis by many laboratories, In quantitative analytical work, ,

one need not be concerned with the spectral response functions of
the instrument because analysis is performed at one wavelength and
with an empirically determined calibratjon curve. However, if:the

. instrument is used for rualitative analysis or for auantum effi-
ciency determinations, a corrected spectrum is required. (A

corrected spectrum, is defined as one for which the observed
ir+ensity data have been corrected to reflect the spe +ral res-
ponse of the exciting source, the 0-algal system, and the photomulti-
plier-detection system.)

Every instrument, even fron the cane ,nanlifac+uror, has a

unique total spectral reancnso: There :.'res the comparison of -
anee+ra botween differen+ ins+runen+e or with published data
can /10 -.ilendine or inpliasiblr rI 3 1 urfr,-Inate t'Irt

cat ir hre rot beer corrected.
--iert're-,,aons for +hi- omission hf,ves horn thr very hir!h nr" rf

inst-rymenstatinn for alitnmatirallY 'yrducing Cnv","Prtod dltn, and
+he lahori^n- effort involved ir manually oorree+in,' e'r+a from-

^niveiliAnn,1 instrument-,
.

'+Y4iP1PS have hear published on +he norrection of

fill^.rosoortoo snlq.f) ,nd the techniques for determining the ra31-
braticn factors, Tho crating efficiwies of the excitatl:r,
and emissi ^r monochrnmators areesSentiarly.Const-,'+ over their

lifetimes, Once determined, +he appropriate gratin? cnrreo+ion
factors can be applied by means of electrical nr uiechanical
circuits on by pnstprocessing of the data on P conpnter, The

response function of the photomultirMer is also relatively
constan+ ard can he checked'reriodiaally with,* stardard$1,mr of
krown output. Like the grating torrectinns, the nhntnmultlplier
resnonse crYTections ran he made during +4he nms+7ncessinc of tho

, -

data,

Althnur;h systems oar ho desirnod that will .,pfre

durinff qnnnlinrr the 01;art-rica1 arPor mechanical systems rptcptrori

clo
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are complex, expensive, and require continual.maintenance. If it
is necessary to replace a photomultiplier tube, it may be necessary
to recalibrate the entire correction system; a time-consuming
operation. However, these response functions are easily handled

by a computer arid can be,quiekly changed to reflect changes in
instrumentation.

To obtain a true corrected spectrum, it is also necessary to
correct for the spectral distribution of the source. For post-

processing of the data, a simple technique is required for deter-
mining the spectral distribution of the excitation source r this
distribution must remain stable for several hours, and abnormal-
itiet (e.g., flicker or arc wander) must be quickly detectable.
We have developed techniques to fulfill these requirements for
postprecessing spectral data.

Our calibration and monitoring techniques combined with rapid
postprocessing of the instrumental data has enabled us to produce
high-quality, corrected spectral data with conventional instruments
for a minimum capital expenditure.

INSTRUMENTATION

4
An Aminco-Bowman spectrophotofluorometer, Model SPF 4-8203,

was mTlified to provide digital output -for wavelength and inten-
sity. With the output from the wavelength digital voltmeter as
a trigger, a logic circuit was designed to record the fluorescence
intensity data on punched paper tape. A block diagram of the equip-

mert is shown in Fig.-1 and, a logic flow chart in Fig. 2.

Altho h the photomultiplier-microphotometer (Aminco-Bowman
Model 10-26) has rated output of 1 V at100% meter deflection,
the output was found.to be essentially linear up to 1,a V (an 80%
overrun of the me+t indication). Thus the instrument ranges are
effectively expand, and data are provided which should not be
lost. With a simple fifth level ASCII coding, it was possible
to obtain four aightficant giMires of data while recording only
the three least sigrlifeicant figures. Therefore, intensity date,
from 0.000 to 1,999 were available with a.lin,iMum of punched
o,14-put.

To produce the highest detsity of dataller chaz'acter,
punched, several arbitrary limitations were imposed On
system. A' spectrum would always start at 20Ortm and Aid at_

799 nm (600 data points or 40 Teletype liried of 15 werde,each4,
and data would ,be recorded at a fixed increment.nfa nin
these conditions, it was, necessary to generate *ayelengtil
intensity pairs; intensity data alone were,uff:ipient,,:'It was.

40
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.

,i__mnecessary to ensure that the syste would re ord only one inten-
sity datum at each wavelength and would to nate recording if a
datum was missed: In addition, the manual termination of-a
spectrum prior to the. normal 719unm had to be accomplished in .

'such a way as to retain ,tape format, A 15-word TTY line had to
be completed and the associated control characters punched to

,

ensure compatibility with the computer' hardware and software,
.

,

, Ak .
. .,

Our logic circuit (Fig. 2):provides all the necessary fealr
-tures to ensure proper collectioh of the data at high speed and
ANt a high tape density (7,1,4 data characters/100 characters.
punched). Detailed wiring diagrams of the logic and punch cir-
cuits are available from the authors.

The required instrumental correction f2 tors are either
measured directly (e.g, the excitation correction) or are
independently determined and then manually processed to give a
proper inptit file (e.g., the photom4tiplier re0onsq). AlInce
determined, the correction data became a part of the computer
library until replaced or updated to reflect instrumental changep.

A full description Of the calibrati6n of the system and the
determivtion of the correction factor library has been published.

DISCUSSION
. .

o
. - .

The LRL Computation Center is composed of a number of digi
computers, including three CDC 6600'S and two CDC 7600's,
The machines are operated in a modified "time-share" environmen
with the user having access to any, of the'five machines ftm hi
local TTY via a network system involving PDP-6 and -8 comp ter
(Pig. 3).

"'" .

a

The existence of this large digital computation facility,
and its relatively inexpensive local access, eliminated consider-
ation of a small dedicated computer for. our application, Three'
data transmission systems were considered: punched cards, mag.
netic tape, and paper tape.' The'equipment and interfa
plus.the necessary manual transportation to the Compu
Center (k- 0,25 miles) eliminated punched cards and
asthe primary mode of data collection, (It s )hould be
both cardl.and tape are ilsnA for longtern s:Oraec..)

In addition to the inw c.n4 gee- equi qme rit and the intnrfac

hare

e costs

tion
netic tape.

noted thr

punched paper tape held the great adv nt in a time-
environment of direct transmission to the Central proc
an ASR-33 Teletype. It was relativel easy to design t
tape interface So that the data collection rate waklImited by' 1

ssor via
e- paper

1,

4
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instrumental parameters rather than by the p
data has essentially infinite life once re
data used for instrument control, for e
transmission rate of the Teletype is not
written so that once a tape was sta

Because our
(as opposed to

the slow data
tor, The code was

the central processing
computer provided all necessary Teletype start-stop instructions.

OUr coding was done on the CDC 6600 using FORTRAN IV language.
The logic flow chart for the processing program 11 shown in Fig.
4, The retention of the raw, uncorrected data file (File'A in the
figure) allows immediate recovery if the user selects an inappro-
priate option or wishes to serially output data only partially
Pnrrectedly one of, the library functions, Because the uncorrected
data are still the primary results of the expeyiment, they are
the only data retained long-term on cards or magnetiC tape.

There are several important features of postprocessins of
fluoresconce data. On' is the ability to see the effecti of
ear/. on-rectinn funption on the data, This can be particularly
important when, working nPar.the maximum limits of the ins+rumen+
where one cprrectinn factor may greatly din+ort the data, For
educational purposes, the individual oontribution of each func-
tion cab be'displayed and the overa?1 inrortance of the correction
technique demonstrated.

If an output format is fixed, one will surely find occasions
when a different foiMat is the only one that will properly display
a result, Usinf.: +he postprocessing technique, we have essentially
complete freedom in displaying the data wavelength in nanomete,4r
or wavenumbers, output in quanta or intensity, -

While the generea'application of the technique0 post-
processing has been previously discussed by Drushel and others,
we believe our'specific use of digital postprocessing of fluores-
cence data demonstrates the general usefulness of the technique
to a large number of users in education, research, and industry.

* 'This work'tias performed under t e auspices of the U.S. Atomic
enerivy (ionmission,

1

W,H, Phys, ChPm,, , 767(106o),

2C,A. ParkP=r.arid q.T. Rees, Anplv , §1, SW1060).
3
0E, White,:t4; Hn, and E.A. Wetme Anal, Chom,, 17, 41.8(1Q60.

.
4W, Melhuiah, J. On+, Soc. Amer, \52, 1Q56(1962)

4ti
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5C,A, Parker, Anal, Chem., 2it, 502(1962).

6R, J. Arqauer and C.E. Anal. Chem., .2, *41969.
7G,K, Turner, Science, 146, 183(196).

8R.F. Chen, Anal, Biochem., 20, 339(1967).

9P. Byrom and J, B. Hudson, Talanta, , 714(1968). ,

1y0L.
Costa, F. Grum, and D.J. Paine, ApPl. 92.1., 8, 1149(1969)

Mode and R.A. Thomas, Rev, Sci, Instrum., 40, 1241(1069),
12

University of California Lawrence Radiation Laboratory, Livermore,
Livermore Time Sharing,System Manual M-026. (Available from the
A.E.C. Division of Technical Information Extension, Oak Ridge,
Tenn.)

13V,A. Mods R.A. Thomas, and D. H. Sisson, Rev, Sci, Instrum., 41,
*1714(1970).

14
H,V, Drushel, A.L, Sommers, and'R.C. Cox, Anal. Chem., 25, 2166
(1963).
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Flo. 1. Block diagram of the modified spectrophototluorometer.

p

Flo. 2. Logic flow chart.

.
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LEAST SQUARES AND STATISTICS TN CHEMISTRY

John Overend

ecular, Spectroscopy Laboratory
,

Univ rsitY of Minnesota, Minneapolis,. Minn.,

N

In all branches of chem sery we frequently encounter the

\problem of determining empirical values for the parameters` in the

mathematicii-iiiOdel of a physico-chemicals phenomenon. Usually we

have more experimbntal data than.there are parameters to be deter-

mined and we resort to statistical analysis based on therinciple,

of least squares.. The basic idea is quite simple; suppose we have

a linear relationship between the explaining parameters, x , and

the observables, yi,

. . f, 4

d1

4

y = I J x . (1)i .,j i A

where the coefficient, J
i
i
'
ate determined' by the model afia'-tre

known in advance. The problem is to determine the best estimates

of the expl ining parameters such that the calculated Values of the

observables yi, match closely the .experimental values, yi. The

criterion a plied, is that the' sum of the squares of the errors,

S=Ec 2
=Z (yi r.J

i

j
x
j

)
2

i
(2)

be a minimum. Differentiating eq (2) partially with respect to

each"x and setting the derivative equal to zero we obtain the set

Ir

.14

0
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of normal equations

E J,
j
y,-=

i k
Ji

j
Ji

k
xk (3)

and the solution of these gives the least squares estimates of the

'explaining parameters, x . The normal equations of eq (3) are

conveniently written in matrix notation as

(4)

Here J is a matrix of the coeffi ents J (cf. eq (1)), y is a

v ctor of the observables and x a vector of the explaining parame-

ter . In matrix form the least squares problem is nicely set up to

be programmed for a computer.

If we have relatively more confidence in some of the exper-

imental data, these can be given greater weight in the least squares

analysis by requiring that the "weighted sum of errors squarees

i.e., pici2, be a minimum. In matrix notation this gives a set,

of normal equations

4' P Y = Ji 1) 4 15 (5)

where P is a diagonal matrix, the elements of which are the weights

associated with the corresponding observables. The least squares

.estimates of the explaining parameters are given by

= (J' P J) -1 J4 .13 y. (6)

If the relationship between the observables and the ex-

plaining parameters inonlinear, yi = fi(xj), it is linearized by
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expansion in a Taylor series and the Jii coefficients of eq (1) are

then the partial derivatives Dyi/Dxj. In that case the least

squares is reduced to the linear problem except that, rather than

determine the explaining parameters directly, the least squares

procedure is used to determine the corrections to be applied to an

initial (assumed) set of explaining parameters, xj°. We define

,^iyi as

Ayi = yi fi(xj°) (7)

and determine the cor ections, x (to be added t 0 from the

Ax = (J' P P Ay (8)

which is analogous to eq (6). Since the problem is nonlinear it

is necessary to repea\\t least squares calculation iteratively

until the calculated corrections Ax become arbitrarily small.

The least squares determination of
:

the parameters in a

problem has an,additional dividend; we obtain also estimates of the

statistical dispersions (the uncertainties) and the correlation

coefficients of the parameters. We state without proof that the

square matrix (J' p 0-1, when multiplied by an appropriate coeffi.,

cient c, gives an estimate of the variance-covariance matrilZ, E.

The diagonal elements of E are the squares of the statistical dis-

persions of he corresponding explainitig parameters.,

z
ii

= a2{x
.1

}

and the offdi gonal elements \ of E give the

1

I i

correlatioi coefficients,
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Ejk 'cr{xilcr{xkl. Pjk.
(10)

The estimation of the coefficient c, through which we obtain

-the variance-covariance matrix, is a recurrent problem. It is use-

ful to consider two cases;. the first is'that in which the model of

the chemical problem implied by eq (1) is relatively good and the

statistic errors originate in the uncertainty in the physical

measurement o the observables, yi. If the random error in eadh.,

measurement, b{yi), can be estimated from the analysis of the ex-

perimentS1 coriditions,'c is determined by

c = (1 /f) E p
i
a2{y

i
) (11)-

*,

Where f is the number of statistical degrees of freedom, i.e., the

_number bf.data Pointsless*the number oltxining parameters. A

familiar example, of'trhis Class of situation is, the analysis of a

,simple rotation-trtbrhtion band of a diatomic molecule: The wave-.

r.
numbers of the individualriotational lines in 'the band are the,

observables and there is a small random error associated With the

measurement of each due to instrumental noise and the.difficultysof

pickidg out the centerof the line. The: observed wavenumbers of the
)

lines are then fitted by least squar s to an equation of the form .

vm = v
vib

+ (B' + B")m +
1

(B' - B ")m2 +

4

(12)

and the explaining parameters v
vib'

4B! + B") and (B' - B") are

determined. Eq (12) is an excellentimbdel with sound quantum

mechanial foun ations and the only source of random error in the
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derived parameters is that arising in the expeqmental determination

of the wavenumbers of the lines in the spectrum.

The second case we consider is the estimation o the coeffi-
/

cient c if the observables are determined with relatively high

precision but the model is marginally adeqfate to describe the

physical phenomenon, usually through limitations in the theory.

As an example of this situation consider the empilical relationship

of tie bond length, re, in a diatomic molecule to the stretching

force constant, Ice, through Badger's rulei which may be stated as

. r
e

= (C
ij

/K
e
)
1/3

+ d
ij

. (13)

where C
ij

and dii are empirical parameters and are assumed to

depend only-on the row of,the periodic table in which the atoms i

and j lie. In general r
e

and K
e
may be determined with negligible

statistical error and the origin of the uncertainty in the derived

parameters C
ij

kd dii stems from the approxiMate nature of Badger's

rule. If we take the' experimental valuesopf r
e
and K

e
for a number

-of mo'ecules which are expected to have the same values of C
ij

and

d
ij

we may treat the r as observables nd use..least squares to
e

.41

obtain the Lst estimaltes'of the Badger s rule parameter . To
)

. -.

determine,t 6 variance- covariance matrix for these it se MS realII-
'

able to use la 'value for, he coefficient wlhich re ects the OVE
.

i
qualivty of he fid%of eq.(1) to the exp

usual, therTfore to estimate c by

I A--

t C 'F'S2/f.

ental 4 ta. IIIt is

on-

rail
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40.

where f is the number of degrees of freedom and S2 is the sum of

the squares of the differences between the experimental r
e
values

and those calculated from the experimental values of K
e
and the

least squares estimates of Cij and d
ij

.

, An important point to note in'the'least squares analysis

A

of experimental' data arises if there is some intermediate re-

duction of the data before the final determination of the ex-

plaining parameters. Suppoie we have, as before, a set of primi-

tive observables,-y, and, a final set Of explaining parameters, x,

but that, rather than fit the x directly to the y, we first reduce\

these to an intermediate set of parameters, z, and from these dete-
,

ming the x. This particular problem cropped -11).in our own work2

on anharmonic force constants from the spectroscopic energies of

vibrational states which, in some cases 1>d-first-I-educed to the an-

harmonic frequencies, ws and the enharmonic coefficients, xss.,.

The data reduction scheme may be diagrammed as follows:

J
yx

(vibrational energies)

)1. x

(anharmonic force constants)

J
yz

I

direct tment f th z: to the y, We
i

I

.1 ' P LJ Op,
yx -y F-yx

, I p
yx -y

have

ti
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where is the diagonal weight matrii attached to the primitive

data,

and

Nov, since by definition,.

Ay = J
yz

Az
- -

Az = J Ax,

AY "2yz4z

and, in e also by definition

(16)

II

Subsei uting eq (16) and

J 'J 'P J
-zx -yz -y-yz

IX 43,x

J J
-yx

(17) in e

m j
-zx

4
d

(11),

'P
z -yJ yzJ

(17)

(18)

an i we compa

when Ax is compu

e this with he_foref the normal, equations used

ed direcit y from Az, )1..e.

J 'P Az = J IP
-zx -z -zx -zJzx

Ax

so we\co clu e tha

of d to 'wh never

car t rou h the

tha , apart fro

J 'P J . ,

,
(2Q)_yz, ....y_yz

.

for consistency in the atalstical treat-
II

;

pass through an into ediate stag =, Ne
I

I 1

1

oper weight matrix. lit isrlinteres ing to

trivial scale factor, the weight m trik P-
z

s.

-in e of the riance-covariance

m practical

matrix for the z

east squa6s calculations in which one

aram-
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attempts to adjust a e atively:large umber of parameters to a few
1

experimental data, ev n hough there m y be more data t an parame-
- ),

ters, this does not gua ee that all the parameters a e deter-
1

minable. , Such difficult' come'mani es when we att mpt to
. ;

invert the matrix J'PJ; re a e fewer data than Pa ameter'a this

1

matrix i singular and inverse does not texis t. Eve if therd

. 1
. I

are more ata than para irs, the 'matrix m be
\

extremely ill -

conditioned and, the res f inversion unrason ble - especially

'1
,,

. .

in the nonlinear least es.pr blem. Clerly there is then need,
. ,

1

to supply,some constrai stabilize the pr14leM and,the question

is how to accomplish this ii the most effe4tive way. An idea with

which we have experiment d s the following; it the matrix J'PJ is

i

r singular its rank may be,de ermined conveniently by' lgonalizing
1 .

,.. . 1

and finding the number ottno zero eigenvalnes,. If it is nonsingul4r
. -

. 1

but ill conditioned it will of have zero,eigenvalues but some wil,
1

I

' )

be-veriT small: We may rega .the diagonal zation of t a normal-

equatian'matri the trans rmation to njw set of ncorrelate

larameters whi

of the

re licedar c mbinationa the origin l parAMgreI1
coe icie is of the Li a eit coMbia ion bng.

1 ,,

o the 6 rre pondin eigenvect "x The dingo

is 'sily nve ted bY imply tak ng the, invers

giv4 he sari nce-covariance,matrix, of the nat./
1

,

given by the elementss
i

nalLzec matrix J'P

of each element at

uncorrelated parameters. e s eigehvdlues corr spond to large

dispersions and ind cate w ich comblination of the'original

explaining parameter is i l-d termined. The useful constraints to
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apply to the problem are then identifies as ones which have alarge

projectidn on the eigenvector of the ill-determined uncorrelated

parameter.,

The use of statistical techniques in the analysis of the

data obtained in chemical experiments has grown explosively since

computers became readily available and it might at this time be
I

, apprOpriate to remember that these techniques deal only with random

errors. They are inappropriate for handling systematic errors,

mistakes and deficiencies in the model used to interpret the

results and it is Oarticularli important to guard against these

possibilities - it is so easy to bury them in the computei analysis

of the data. It is important, therefore, td examine the final fit

of the model to the original data, preferably by plotting a graph

pr alternatively, by examining carefully the differences between
0

the observed and calculated values of the observables and checking

that these fall in a reasonably random pattern with no systomatic

trends. The computer has made data analysis systematic and simple

'but it is. no substitute for a careful examination of the physics

10'

and chemistry of the problem.

1. R.*.M. Badger. J. Chem. Phys. 3, 710 (1935).

2. I, Suiuki, M. A. Pariseau and J. Overend, J. Chem. Phys. 44,

3561 (1966).
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OFF-LINE-AUTOMATION SYSTEM FOR A RAMAN SPECTROMETER

Bernard. J. Bulkin and Arthur Noguerola

Hunter College of the City University of New York

6Q5 Park Avenue, New York, N.Y. 10021

The Raman effect is chuadBriaad by poor signal to noise ratios.
In addition, spectra often apnear as weak signals on high backgrounds..
Because of-these problems, some time ago we began to consider auto-
mation of our Raman instrument for digital data acquisition, signal
averaging, and computer assisted data reduction. This program has
now made considerable progress.

Most instrument automation systems feature On-line data'
acquisition using a variety of computers. Scherer (1) has con-
structed such an automation system for a Raman instrument using an
IBM 1800 computer, and Bernstein etal,(2) have used a PDP-8 computer
in an on-line system. For several reasons, we have chosen to use
off-line automation of our Raman spectrometer, in which a hard-wired
system controls the spectrometer, executing commands read sequen-
tially from paper tape, with the data being punched out by eletype
on to paper tape. Data reduction is done subsequently uging a Nova
computer in the laboratory.

The choice of an off-1111e system was made based on the following
considerations: 1) The Raman spectrometer is a very stable system.

\IQ_Our laser power fluctuates_very little even over the course of a 16
ur run, and there is gencraliv no system deterioration over long

4 time periods unless it involves sample -degradation. 2)There is
little decision making to be done during the course of a Raman
,snectrum. The operator can set all instrument parameters nd thes
need not be changed over long,time'periods. Thus there seeme
he little need to provide the ,decision- making power of a computer.
3) ror those spectra where digital data acquisition and signal
averaging could provide definite improvements over analog methods,
rather long times are required. These range from ca. 4to 15 hours.
Thus the'time needed to print out the tape, and the time needed to
load the output tape into a computer after The run, is very small
compared, to the time needed to acquire data. 4) It was felt desirable
to carry. out, as much of the data reduction as possible within our
own laboratory, rather than relying on outside computer facilities:
With the off4line system and Nova computer, almost no clinger exists
of losing the data due to computer failure. Further, the system, .

once written, can fun unmodified if this is desired, for several
years. Our experience with computer centers has been that large

.



periods of time are spent in minor revision of programs due
to minor system changes. 5) Since the computer is not needed
during the experiment, it can do other things. In our case,
the computer is used for control and data acquisition in a
Fourier transform infrared spectrometer. This arrangement has
the added advantage that Raman and infrared spectra are plotted
using the same computer and plotter.

The discussion of the Raman automation system is divided
into three parts: Control of the spectrometer, nature of the
digital output, and data reduction.

Instrument Control: Figure 1 shows the functions of the
controller built for us by the Digital Automation Co. of
Trenton, New Jersey. Signals go from the control box to the

SPEX 1401

RAMAN

1. Stepping
Motor

2. Photon
Counting'

Motor

Scaler/Timer
Presets

Polarizer,
Analyzer

DAC

System

with

PTR

4

Fig. 1. Schematic control of spectrometer
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Spex Ind. spectrometer. Thqessential features-with which
the spectrometer must be equipped include a stepping motor and
photon counting amplification. The motor makes a large number
of steps per wavenumber increment, usually 72 steps/wavenumber,
though by use of a gear box this can be increased to 72 steps/.001
wavenumber if this is desired. In addition'to controlling the
position of the spectrometer, presetting time and counts for a
data collection cycle', and continuously counting and scanning, 64e
controller will also rotate the polarization analyZer and half
whve Plate for automatic recording of depolarization ratios.

.

Commends are given to the through the controller,
using a paper tape reader which is on the front of the control box;
Any number'of commands can be listed for seqUential execution. The
commands include: Position -;set the spectrometer to a 'particular
frequency: Increment- step through a spectrum, taking data for a
preset length of time or to a preset count limit at stated intervals;
Fixed- count for preiet time or preset counts at a fixed frequency:
Continuous- 'scan to a given terminal frequency, accumulating all
counts in:the,region; Actuate- close any combination of three re-
lays to rotate analyzer and/or half wave plate, and to turn off
the laser at the end of 'the experiment; End- terminate data col -
lection' The format of the commands is extremely simple. ,A
typical command, for incrementally scanning from the current pos-
ition, in'the positive Ali direction, to.a terminal frequency of
200 cm-I, in 1 cm-1 increments, with a preset count limit of 9 x
104 counts, is shown below.

.110200+00144.

For convenience, the exciting line is alwayi set as 10000 on the
wavenumber counter, thus avoiding the problem of negative values on
the anti-Stokes side of the spectrum. The time is preset using a
front panel switch.

.

Data Output: Figure 2' shows the functions of the controller in
data'ottout. The controller contains its own scaler and timer,

5t3
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Fig.,2. Schematic output from'spectrometer

which take data directly from the pulse height analyzer. There
is not time ponstant circuitry, so raw data are obtained. An up-
down counter counts the motor pulses for incrementing the wave-
number counter. This has been found to be completely satisfactory.

shaft en has been used. 0

a

Th format of he output tape is shown below. It contains the
counts, 1 ime, and requency shift, as well as relay closures, for
each data point. though the first'three pieces of information
are all punched as -ix digit numbers, this is really only necessary
for the counts.' Th tape is formatted for easy manipulation by
the computer. Two space characters are'punched between each piece
of information on a line, and carriage return/line feed characters
separate lines. The tape is punched completely in ASCII code.

123456 123456 123456 1 CR,L1

counts time ' L')) relays

Data Tape.

Data Reduction: Once data acquisition.is complete.the tape is
transferred to the Digilab FTS system with its Nova computer for data
'eduction. Although the ASCII coded tapes are, quite long, they can's
be read into the computer in a short time using a.high speed paper

59 .
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tape reader.. Even if this is not available, only about
twenty minutes is required via the teletype. This is not too
severe a limitation, as the time needed to acquire the data is so.
long.

The computer as presently set up has,12K words of corememory,
however we plan to convert to 8K of core memory and a 128K,disc
memory in the near future. This will greatly expand,the pos-
sibilities for refinement of the. data..

The computer immediately divides the counts by the time for each
data point, converting to a counts /second forniat. Before plotting
the data on the Houston Instruments-DP-1 :plotter, the computer
enters a conversational mode. The number of data points, and their
maximum and minimum intensity values, are printed on the teletype.
The operator then is given the current values of the x and y'scales
for plotting, and can modify these via the teletype, based on the
above information. Because spectra often have high backgrounds,
the operator can ask to have the data offset to zero, and auto-
matic scale expansion.can be selected. The option of 'plotting
points rather than a continuous line is also Available. Finally,
a binary tape of the data can be punched. This is much shorter ,

than the original ASCII tape, and is generally the form in which
spectra are stored.

After dacisions,as to plot format have been..made, the' spectrum
is plotted. The data as plotted at this point are raw data, haYing
no smoothing, either digital or analog. They often appear.to be
quite noisy for this reason.

rurther data reduction options are also.available. These in-
clude smoothing of data using either a moving average or parabola
fit, band area determinatidn for depplarization ratios, Computation

of the depolarizationratio and the uncertainty, in teat ratio using
counting statistics and error theory,, correction of intensities for
radiometric and scattering phenomena, and so-called v,,6 Plotting.
This latter technique, developed by Scherer (3), is quite useful
for separating totally symmetric modes from the spectranif more
than one symmetry species is Raman allowed. Frequency Calibration
is done using laser emission lines. If, as often occurs in Raman'
spectra, bands are present on a sloping background, the operator'
may have a particular region replotted with a sloping background
subtraction to compensate for this. The scaling of the, spectra
is such that infrared spectra from the FTS system may be plotted
,directly on the Raman spectra.

Figure 3 shows the spectrqth of CC14 in the 459 cm'-1 region.
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This region was digitized at 0.1 cm-1 intervals for a time of
1 second at each point. A lower resolution spectrum of CC14
is shown in Figure 4, covering the region from 0-400 cm-I.
In Figure 5 this some.speptrum is plotted using the point plotting
mode. Figure 6 shows a region of the spectrum of p-azoxy-
anisole, from/Aam-1 . In Figure 7 this same spectrum is re-
plotted using background subtraction and automatic,scale expansion.

Fig. 7. Data from Fig. 6,replotted with background
subtraction and, scale expansion.

63 4
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This system has been in operation for about 8 months,
although certain data reduction features have been brought up
mbre recently. Others are still in progress, such as slit
function correction; line shape determinations, and least squares
resolution of overlapping bands. During the period of operation,
it has enabled us ta acquire spectra which could not be obtained
using analog techniques. These are cases in which extremely high
bacicgrounds prevent data from being recorded in the analog system:
Such instances are frequent in Raman spectra. The system has
also opened certain research areas to us, particularly the study
of Raman line shapes and errors in depolarization ratio measure-
ments, which were not previously feasible using analog techniques. \fr

Finally, it has permitted to see our true experimental data for
the first time, unmodified by analog,ratemeter and recorder.
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Computer Collection of Mass Spectrometric Ionization Efficiency Curves

Bruce R. Conard, Peter M. Fast, _David L. Nordlund, and Paul W. Gilles
Department of Chemistry and Computation Center
University of Kansas, Lawrence, Kansas ,66044

ABSTRACT

A data acquisition and equipment control system is being
developed and used in the high temperature chemical laboratory at
the University of Kansas. The central processing unit of the
system is an 8K, 16-bit per word, general purpose, Hewlett-Packard
2116B digital computer.

The design specifications are given for the hardware of the
system and for the software forone of the experiments, the
collection of ionization efficiency curves with a Nuclide high
temperature mass spectrometer. The hardware configuration
adopted and the software developed for the daq collectio are
described. Examples of data collected for H2O and Cu

3
c13 are

shown. The advantages of automatic data acquisition over

previous methods of manual collection are that (1) the data have
improved precision and reliability,.(2) the procedure may be
exactly repeated, (3)'the data collected are. permanently stored
in a very conveniently retrievable form, and (4) further data
processing is readily initiated and accomplished in a reliable
fashion.

INTRODUCTION

The high temperature chemical research program at the
University of Kansas currently includes studying and character-
izing vaporization reactions under equilibrium conditions,
studying the kinetics of vaporization of structurally simple
materials, and identifying solid phases by x-ray diffractometry.
The principal apparatuses being used in the research are a
Nuclide high temperature mass spectrometer, a quadrupole mass
spectrometer manufactured by Electronics Associated, Inc., an
Ainsworth semimicro recording balance-torsion effusion apparatus,
and a Philips powder x-ray diffractometer.

6,i
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.

In 1969, with a grant from the National Science Foundation,
two identical Hewlett-Packard 2116B general purpose digital
computers were purchased, one for the high temperature laboratory
the other for the microwave laboratory at the University of 1

Kansas. The computers served as central processing units to data
acquisition and equipment control systems currently in use.

The purpose of the work reported here was to interface the
Nuclide mass spectrometer to the data acquisition and,equipment
control system for the purpose of collecting high temperature

,-gia(ass spectrometric ionization efficiency curves on vaporizing
pecies. Presented elsewhere in this symppsium are papers which

ieport work performed on the computer control, of the. quadrupole,
-

"Inass spectrometer iothe-high teMpeYature laboratory. (1) the'

)developmentofilig!,sister systa.i:11 the microwave laboutory'(21.

SHE USE OF THE MASS SPECTROMETER

.

The Use,of the Nuclide high temperature mass'spectrometer
f

is grossly different from that ordinarily encountered in organic
mass spectrometry because gaseous pressures are so low and
because temperature dependences of ion intensities are often
sought. The mass spectrometer is used to investigate chemical
phenomena'at high temperature. The rate of mass scan, for.exaMple,
is usually on the'order of one a.m.u. per 5 sec. at 100.q.m.u.
The instrument is usually operated at a resolving power of
300-500. Many of,the substances being investigated with the niass
spectrometer have low'vo1atility. For'example, at 2000°K the
vapor 'pressure of Ti?

3
0
5'

in the Knudsen cell situated several

inches from the ion source, is of the order of 10-7 atm.

.

The single-focussing mass spectrometer has a 60-degree sector,
12-inch radius magnet, an electron mpact ion source, and both
Faraday cup and electron multiplier detectors- 'which are used in a
mutually exclusive fashion.

A Knudsen cell containing a solid sample is intrOduced into
a high vacuum system and is heated by radiation and electron
bombardment. The temperature of the cell is measured by optical
methods either with a manually operated Leeds & Northrup
disappearing filament optical pyrometer or with aleeds & Northrup
No. 8642 automatic pyrometer. Tilt gaseous species effuse out of
the cell in.a molecular beam which encounters'A moveable
slit that when at a center position allows a portion of the beam
to reach the ion source region. The neutral beam, after passing
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through various discriminating and focussing plates, is bathed ..
with electrons having energies to within ±0.3 eV of a particular
energy in the range 2-70 eV.

The ions formed by electron impact are accelerated through
a potential of about 5000 V, are focussed through another series
of plates, and then enter the magnetic field which allows a small
ribbon of the ion beam to be focussed onto a detector. The
current due to ions, termed theion current, arriving at the
electron multiplier detector, is multiplied through sixteen
dynodes having a total gain of about 10' and measured. by a Cary
vibrating reed electrometer (VRE). The input to the electrometer
is in the range of 0.001 to 30 volts, and the output is presented
to a 10 my strip chart recorder. Ion detection is also performed
by amplifying the pulse from 'the last dynode of the multiplier and
counting pulses with a Hewlett-Packard 5201L scaler.

The dependence of the ion current on ionizing electron energy
constitutes ionization efficiency data, from which a chemist can
obtain valuable information:, 1) The appearance potential, that
is, the minimum electron energy at which the ion is detected, can,
be obtained. 2) Identification of different ions having the same
integral mass is aided by the value of the appearance potential.
3) Dissociation energies and bond energies for molecules can be
obtained. 4) Fragmentation of a molecule caused bY the impact 6T
the ionizing electron with the molecule may in some cases be
recognized by an analysis of the shape of the curve.

Some of this information can be obtained from ionization
efficiency curves which have been collected under earlier manual
operation, the procedure for which was as follows. The electron
energy control potentiotheter was set at 70 eV, A particular ionic
species Was focussed limanual variation of accelerating poten-
tial, magnetic field, and ion source focussing plates. For this
measurement the potentials on the repeller plates were zero.
Maximum .ion current, as revealed by visual inspection of the VRE
output on a meter or on the strip chart recorder, was taken to
indicate that focussing had been achieved. The electron energy
was then manually set at zero. By careful and very tedious
manual operation the electron energy was varied approximately at
0.25 eVper second and the ion current traced on a strip chart
recorder. Although this method was satisfactory for some
purposes, it had limitations. Consider, for example, the
possible problem of fragmentation in the Ti-0 system.
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Gilles and Hampson (3) established that the congruent vapor-
ization of Ti

3
0

5
occurs predominantly according to reaction (1),

-

Ti305 (s) = TiO (g) + 2 TiO2 (g). (1)

In characterizing this vaporization reaction and calculating
thermodynamic quantities for the Ti-0 system from mass spectro-
metric measurements i is imperatiVe that the ion current observe&
for Ath TiO

2
and TiO be proportional to their respective equilib-

rium partial pressures. If fragmentation occurs, however,
according to reaction (2),

Ti02 + e = TiO
+
+ 0 + 2 e , (2)

the TiO ion current observed is not - proportional to P
TiO

in tie

Knudsen cell, but.depends as well orl" PTio . Consequently,

results derived from such measurements are not thermodynamically'
correct. In order to obtain reliable results, either the extent
of fragmentation must be known for a particular ionizing electron!
energy, or the data must be obtained at electron energies below
that energy required for fragmentation. Manually collected data
have been tooimprecise for the scientist to be able to detect? the
onset of fragmentation to produce TiO from Ti02(g) in the

presence of TiO
+
arising from TiO(g). Automatic data acquisition

was undertaken toimprove the precision of the measurements and
thus to allow the experiment to be performed in such a way as
either to avoid fragmentation or to correct for it.

SYSTEM DESIGN AND IMPLEMENTATION

Six general aspects were considered in-designing the data
acquisition and equipment control system (DAECS) to perform
automated experiments, one of which was to be the collection of
ionization efficiency data with the Nuclide mass spectrometer.

1. The Central Processing Unit. The choices for a central
'processing unit in a data acquisition system include a solid
state sequencer which can provide control signals to various
hardware devices; a large digital computer providing time-shared
interaction through a remote terminal; and a small, dedicated,
general purpose, digital computer providing real-time interaction
with laboratory hardware.

1
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For the automation of data acquisition in the high temperature
chemical laboratory the central processing unit requirements are
the following. The unit is to be dedicated because the rate of
data collection is sometimes 100 per second, and prompt service
is required. The acquisition'of data and the control of hardware
,devices are to be flexible. Operator, interaction with the
central processing unit is to be'easy and flexible. The acquisi-
tion and control funitions performed during an experiment are to
be performed simultaneously by the central processor. The
servicing of hardware devices by the system is to be on a priority
basis so that integrity of data is maintained.

2. Acquisition of Data. The data to be acquired from the
'Mass spectrometer are the folloWing: a 10-60 mV analog signal
from the pyrometer, millivolt analog signals from voltages on
various focussing plates in the ion source region, a millivolt
analog signal characteristic of the ionizing' electron energy, a
0-10V analog signal from thegaussmeter, a 0-10 ml),.analog signal
from the output of the vibrating reed electrometer, a digital
signal from the olitput of the preamplifier- amplifier - scaler. pulse
counting chain, and a digital signal from a time-of-day clock.

3. Equipment Control. The control signals for the Maass
spectrometer equipment are of two type's: 1) feedback control
based on data acquired from the experiment, and,i)single -ended \
control for.setting or changing an experimental variable. Other
needed control signals are switch closures by relays and propor-
tional voltages from a ±50 V digital-to-analog converter.

4. Operator Interaction. The possibility for intervention
'by the scientist during an experiment is desirable. The
scientist is to be made aware of the status of the experiment by
means of typed output,.oFilloscope display, or X-Y or strip
chart recorder displays. During the experiment the scientist
should be able, for example, to revise initial parameters and
direct experimental status changes.

5. Data Storage and Retrieval. The data storage and data
retrieval are to be possible (a)'by using the computer *core

memory, (b) by transmitting data to an on-line storage device,
and/or (c) by transmitting the data to the sister system in the
microwave laboratory or to the GE -HoneyWell 635 computer for
storage.

6. Data Processing. Data processing is to occur either
simultaneously with data acquisition and equipment control or at
a later time using data stored previously on a data storage device

40,
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such as magnetic tape or disc. Data processing of results by the
on-line machine is to be kept to a minimum and li only to be

.

performed if necessary to the five aspects.considered above.
Connections between-the local computer and thg.200 K, 36-bit-per-

- word, lus cycle time University computer are to be madeito facili-
tate transmission of stored data for processing tor, the larger.

The specifications for the computer program to collect ioni-
zation efficiency curves under computer control are summarized as
follOws.

.1,. The ion intensity is to be obtained by pulse Counting.
2. The electron energy is to be varied by means of a ,

stepping motor.

3. The operator is manually to set the original electron
energy and initialize several other parameters at
execution time.

4. Multiple ionization efficiency collections (passes) are
to be possible. A single Oollection is defined as a
series of incrementing' motor steps from the initial to
the final electron energy setting.

'5. The average of multiple collections is 'to be calculated
immediately after the data from each pass are accumulated.

6. Rejection of a pass-or portion of a pass by the operator
is to be possible.
All data, are to .be stored on a mass-storage device.

8.\ The operator is to be able to interact with the data
acquisition system to halt collection permanently or
temporarily, to rejects pass, and to obtain a listing of
the data as collected. \

9. A, real-time oscilloscope display of the signal average
over all passes for aiparticular species is to be
presented to'the Operator. A

The hardware system satisfying the general criteria described
above is shown in Figure 1 in which hardware device, are repre-
sented as rectangles. The central processing unit is the HP 2116B
computer, a general purpose digital computer. It is a 16-bit-per-
word computer' with 8,192 words of core memory and a memory cycle
time of 1.6 microseconds. The computer has a flexible input/
output (I/0) system for 'connecting and servicing peripheral
devices and allows various DAECS operations to be performed'
sirmultaneously. Thus the computer can.overlap its acquisition,
processing, storage, dipplaying, and controlling functions. The

-dedicated use and speed of the computer allow the development of
new experimental techniques which require time measurements in
microseconds.
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In Figure 1 data acquisition devices are all represented to
the left of the CPU HP 2116B computer. .the arrow-headed lines
connecting these devices to the computer show the direction of
data flow. To the right side of the HP 2116B in Figure 1 are
represented equipment control signals. Three control signals
are also operator interaction devices, namely, the oscillo-
scope, the X-Y recorder and the etrip'chart.recorder. The
operator interaction devices are represented at the bottom of the
diagram and the storage and retrieval devices at the top.

The ionization efficiency data,are collected by the electron
multiplier-preamplifier (ORTEC 109A)-amplifier (ORTEC 435)-scaler
(HP 5201L) pulse counting chain.' The computer controls the
opening of the scaler gate.,

Variation of the electron energy is achieved by a double-
ended stepping motor on the electroh'energy control potentiometer
shaft. The motor has 200 steps/revolution with a minimum of
4 aisec delay between steps. The increment in each step is 0.05
eV. The computer controls the number and the rotational
direction of the steps.

Initialization parameters are entered via the keyboard of a
teletype. All parameters and data are stored on aiHP 2870A disc
unit having one million words of storage and average access time
of 80 msec.The initialization parameters include (a) the name of
the storage file on the disc, (b) the experiment title, *(c) the
bottom .and top limits, in counts per second, of the scope display',
(d) the total number of motor steps per pass, (e) the number of
motor steps to be moved before initiating a scaler accumulation,
and (f) the number of'seconds the scaler gateis to remain open.

The oscilloscope display is obtained through a dual 8-bit
0-10V, D/A converter with d 25 msec refresh period and a Hewlett-
Packard 1140B oscilloscope. Operator interaction is possible
by means of the teletype and by means of 16 toggle switches,
which' comprise a one word register located on the front panel of
.the HP 2116B. The options available via five of the sixteen
toggle switches are: to suspend both, data collection and motor
control functions during a pass; to suspend functions at the end
of a pegs thus enabling the scientist manually to refocus the ion
beam before the next pass is started; iyo list on the teletype the
data collected for the cuirent pass; and to terminate data acqui-
sitiOn and equipment' control, returning control to the system
executive program.. mi

4
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RESULTS

The data acquisition and equipment control sytem was used
to collect the 'ionization efficiency curve for H2O , 'mass 18, a

background species with a partial pressure of about 10 9 atm. in
thd ion source region of the mass spectrometer. Figure 2 is a
reproduction of the oscilloscope display ether the collection of
three passes had been completed. One division on the horizontal
axis is equivalent to 10 eV; on the vertical axis, to 3000 counts
per second. The total number of motor steps moved during the
H20 data collection was 1206 at intervals of 6 steps about every

one second. The initial electron voltage control potentiometer
setting was 10 eV. The final setting was 70 eV. There were,
therefore; 201 points displayed on the oscilloscope. Each point
is the average of three passes. Each pciint of each pass was
collected with the scaler gate time equal to one second.

The reproductions of the oscilloscope displays in Figure+3
(a), (b), and (c) show ionization efficiency curves for Cu

3
Cl

3
(g).

The collection was performed on Cu
3
Cl

3
(g) vaporizing from a

single crystal of CuCl(a) in an ripen graphite crucible which was
heated to ?i5±l0°C At this temperature the partial pressure
of Cu

3
C13 in the ion Source region was about 10 atm. Figure

3(a) is the result'after one pass, (b) is the average.cif the
results of seven passes, and (c) is the average of the results of
fifteen passes. For all passes the 'electron energy was stepped
from 7 eV to'30 eV, in intervals of 0.2 eV about every 0.13
seconds. The gate on the scaler was open for 0.1 seconds for
each accumulation. One division on the horizontal axis of the
display is equivalent to 2.5 eV; on the vertical axis to 200 %.

counts per second.

The scatter in the Cu
3
Cl collection after 15 passes,

particularly at about 26 V, was in part due to temperature
fluctuations of the,single rystal during the collection of
several passes.

1...1 ft
0.1
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DISCUSSION

The automatic acquisition of ionization efficiency data
resulted in the following advantages Byer the previous collection
procedure,

1. The data have,improved precision. The data collected for
H
2
0
+
at 50 eV and shown in Figure 2, for example, represent an

accumulation.of 31,500 total counts. The, error associated with
that number of counts is equal to 177 counts, or 0.6 percent of
the observed quantity. Thiaprecision can be compared with it 4.3
percent error associated vita the strip chart recorder measurement
of the ViRE analog signal at 50 eV for the same collection.

2. The,collectidns of data are repeatable.. Often, under
previous manual 'operation, the elgctron energy control shaft was
moved too much Or too little and at a variable rate. For automatic
data acqilisition each digital ion intensity is associated with a
discrete and definite electron energy.

3. The data are conveniently stored on a disc rather than on
bulky and cumbersome strip chart paper.

4. The data are easily accessible in original form 'by the
data acquisition system for further processing by the system, by
the sister system in the microwave laboratory, or by the large
University central computing facility. Because of this capability,
the scientist may design the collection of data in new ways and
may instruct the system to process the original data so that

-.chemically meaningful results are available while the experiment,
is being performed. This kindof interaction was previously not
podsible because the menuA/ data work-up delayed chemical results
by days or weeks. J

Future plans for the system include the collection of
ionization efficiency data for Ti02, TiO, and Ti.from i

2
0
3
and

Ti
4
0
7
samples at 1600° to 1750°4p. as the samples vap rize to

conguently vaporizing Ti305.

i
.

FThe data collection procedure will be modified ta-itroyide

fapcomputer-controlled refocussing between passes. Plans are
argo being developed for the determination of *appearance'poten-
tiiils from ionization efficiency data by numerical methods...

.
.

Other data acquisition plans for the, Nuclide mass sloectrom-
.

titer include mass scans, ion intensities as fUnctionct of temper-
ature, shutter profiles, and pressure calibration measurements.

93
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Overview - Session on Computer AsSignment

of Complicated Spectra.

Conference on Computers in

Chemical Education and Research

Northern Illinois University, ffuli 19-23, 1971

4 .

W. T. Carnall

Chemistry Division

Argonne National.Laboratory.

The use of Computers in simulating or analyzing

,complex spectra has been discussed in individual

,papers-in 'several previous conferences on computers

in science; however, this appears to be the first

time that the subject has been singled out for

special emphasis. Certainly the role played by

computers in spectral analysis is unique, and one

obserYes that there is an ever increasing sophis-

ticatioxi in their use.

The papers presented in this session are drawn

,from several different areas of research, and serve

to point.out some of the import.-ant applications of

compUters in curve fitting and band 'shape analysis.

The methods are of course applicable to many -Other

specific problems. For example, y-ray and infrared
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spectroscopy are not formally represented although

there. is also considerable activity in spectrum

analysis in these fields as evidenced by the, current

literature. The analytical use of y-ray spectroscopy

is an example of an application where the required

curve fitting involves an extensive library of

standard spectra with the implied requirement of a

large amount of readily'accessible storage. In

,/ general, the analysis of a spectrum is accomplished

at some time after it has been recorded, but one of

the papers presented here will discuss a real-time

analysis application.

Several different types of approach to spectral

analysis may be no-bed in the work to be discussed.

For example, in some applicatbns it is poSsible to

calculate a spectrum based on a theoretical model

for the types of interaction known to contribute to

the experimentally observed spectrum; Comparison

with experiment may then reveal the relative impor-

tance of individual interactions or species, and

grossly wrong structures may become immediately

obvious. The following paper on NMR spectra falls

in this category. Other observed specti'a,stem from

processes that are not sufficiently undergtood theo-

retically to permit simulation or perhaps are highly

dependent upon the experimental condit ns under which
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they are obtained. In such instances it may be useful_

to resolve the complex band structure into a number of

components based upon a particular mathematical function.

This is the case with much optical spectra, and the use

of a modified Lorentzian (Lorentzian - Gaussian) band

contour, as is discussed by one of the present papers

is at the same time.experimentally.useful and con-

sistent with the predictions of a simple theoretical

treatment. Computer programs to optimize the fit of

such functions to experimental curves are available

in many Computer libraries, As noted in the papers

on ESR line shape fitting, simulation is again based

on the use of Loren-4 or Lorentz - Gaussian curves.

In high resolution mass spectrdmetry, the com-

puter is required to accurately deduce the center of

a line and test the shape of an envelope for unre-

solved multiplets. Here the data points are both
4

accurate and form a smooth Curve. A similar appli-

cation exists in deducing the maximum energies of

various types of nuclear decay processes, but in

this case the noise levels are usually so high.tha

some data averaging is required prior to curve'fitting.

In all these applications the interpretation of

the experimental data is now intimately relate6 to

computer operations. However, the emphasis on curve

1

73



fitting techniques is self-limiting. As was pointed

out in a recent review of absorption band shapes in

'liquids, the ability to analyze certain types of

spectra has already reached a degree of excellence

that challenges the experimentalist to reexamine the

physics of the measurement. Certainly this is a

healthy outcome of,the successful application of

computers.

1
R.P. Young and R.N. Jones, Chem Reli. 71, 219 (1971)
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A SCIENTIST'S VIEW OF NMR SPECTRUM SIMULATION

by

Lawrence C. Snyde'r
Bell Telephone Laboratories, Incorporated

Murray Hill, New Jersey 07974

41,

Computer simulation is one of. several tools to

answer questions and make predictions about nuclear magnetic

resonance, NMR, spectra. My area of interest and research

activity is in the development of NMR in liquid crystal solvents

as a means of prectsemolecular structure determination. 1

Computer simulations of-NMR spectra permit me to decide when

agreement of theoretical and experimental spectra has been

attained; thus confirming an assumed molecular structure, or

the adequacy of an assumed set of magnetic resonance inter-

actions in less familiar contexts. Computer simulations of

spectra also permit me to predict the adequacy of NMR intv

liquid crystals for potential future ab*iications in structure

determination.

The principles of.NMR are fairly well established,

but their application requires considerable art. A.theoretical
.

calculatioh or NMR spectra requires that the system of nuclei

b!aing studied Must be defihed at welLas the Hamiltonian

which, specifies their. 'important interactions witheach other,
, . ,..,

, . . .

the applied magrietic..field, and other electromagnetic, Aelds

of their environment. An important feature of nucleatv spin

systems is that the number'of states of a system increaset

SI
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very rapidly with the number of nuclei.' For a system of N

protons each havingtwo states, the total number of states

is 2
N

. Thus for systems of over twelve protons, matrices

describing the vector space of states grow beyond the capacity

of modern computers and are extremely expensive to diagonalize.

The Hamiltonian used to describe NMR of molecules

in liquid crystal solvents is rather simp].

H = Zy (1-oi)HzIzi + E J (I I + I Ii>j ij xi xj yi yj

+I
zi
I z) + Zj D

ij
(-1/2'

xi
I
xj - 1/21

yi Iyj
+ j) (1)j i>

The first term gives the interaction of the nuclei with the

applied magnetic field H, with provision for diamagietic

shieldings in the parameters a: The interactions of nuclei

of 'a molecule with each other by way of the molecular electrons

are described by the indirect spin-spin coupling parameters

J1
j,

with which you are familiar from NMR in isotropic phases.

The direct,magnetic dipole-dipole interaction paranieters,Dij

are required only for NMR in anisotropic media such as liquid.

crystal solvents. The direct magnetic dipole interaction Dij

between nuclei i and j_of a'molecule is inversely proportional

ta'the cube of theedistante'between the,. nuclei. Its 'evaluation

by spe4.trum analysis.. makes possible the determination of..

precise molecular geon)etry.., It is usuallvphe major interaction



2-7

which 'provides the structure of NMR Spectra taken in liquid

' 4
crystal solvents.

4

Themain application of computer simulated NMR

spectra is facilitate comparisons of theoretical and experi-

mental spectra. Theoretical spectra can be pretnied as

tables of line positions and intensities. However, as'the

number of nuclei and their states increases the length of
,

A such tables increases rapidly,and,the meaning of the entries

is obscured. Computer simulation of the spectra is made by

preparing a picture of4he spectrum,which results from

summing these many lines with proper relative intensity and

an assumed individual line shape (torentzian). The simulation

immediately makes it possible to distingii.sh the overall

structure of the speArum from the maze of individual line

components; in other words the forest from the trees.

When one is dealing with new and unfamiliar systems,

comparison of these computer simulations with experimental

spectra makes it possible to decide whether the basic

-,--

Hamiltonian chosen is aiequate to describe the,system. This

use is illustrated, in Vigive1 which shows early simulations

of a protbn NMR of benzene in a liquid crystal solvent.

The upper computer'simulation spectrum.A,Kg made usink,only

ect dipolar interactions corresponding to a rigid planar

e2cagonal geometry for benzene. The central spectrum is

83
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experimental. The lower simulated spectrum was computed

using both the direct and indirect couplings Qf nucleic,

These simulations showed that the main structure of NMR

spectra of benzene in liquid crystal solvents'is due to the

direct diPolarcoliplings Dij of the Hamiltonian.

wheil the.proper Hamiltonian is well established

- and one is dealing with familiar systems,computer simuia-
.

tiona permit one to deduce structural information from NMR

in anisotropic solvents. An idea of the amount of information

available was given by the computer simulations shown in

Figure 2 for benzene cOntaining, a single carbon-l3
0

The C-H bond lengths assumed differ by only 0.005 A bnut

produce clear visual differences In the computer simulated

spectra. Similarly, it was easily shown that the NMR in

liquid crysial would clearly distinguish benzene from possible

isomers having a three-fold or'greater axis of sydimetry.

The use of computer simulation in an interactive.

mode at a Graphic-1 conso proved to be a convenient way

to determine a,smal number of structural' parameters when

the NMR speetraare relatively'simple as for cyclopropane.

However, when the number of p9ametslkihich must be varied

is greater, the interactive mode of analysis is less

satisfactory, particularly when the number of nuclei'is

. larger and the NMR spectra correspondingly more complex as
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is illustrated by bicyclobutane. Small cAahges'of assumed
o

geometry for bicyclobutane caused the.lines of this complicated

spectrum to-move through one another in ways which defied

identification and analysts. The Graphic condole was an

inadequate tool and analysis was completed by provision.of

a different experi6ent, double resonance. ,The computer
4

simulation in Figure 3 of the proton NMR of bycyclobutane

corresponding to that analysis showed definitively its

validity.

The problems of coputing and analyzing NMR spectra

of molecules having large number of nuclei are met in cyclo-.
. .

hexane, which hatmq.ve protons. The
.
NMR spec rt.& in a

liquid crystal is symmetric and consists tof'twoigaussian

shaped collections of resonance lines. l'or,Syclohexane.1

the matrices involved are of dimension 1000x1000 and too

large for convenient and economical diagonalization. Even
4 ,

_after a costly computer simulations, if possibly, one could

not extract the interesting direct dipolar interactions by

fitting these rather amorphous masses of resonance. Again

the judicious way to proceed has turned out to be an impt.ove-

ment.of the experiment; partial deuteratioli of the cyclo-
,..

hexane with decoupling of the deuterons by double resonance.

Here again, computer simulations, are providing evideirice
/

on the adequacy of our understanding of double 14esonance.in

this new context of aqisotropic solvents.
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. In summary, computer simulation is another tool to

answer interesting questions,in magnetic resonance. It is

taking its place among the alternative experimental and
/

theoretical tools.

1. L. C. Snyder, J. Chem. Phys., La, 4041 (1965).

2. S. Meib6oethd L. C. Snyder, Accts. of Chem. Res., 4,

81 (1971).
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AN ESR LINESHAPE ANALYSIS FOR DETERMINATION OF
UNRESOLVED METAL HYPERFINE SPLITTINGS IN ION
PAIRS: ITS APPLICATION TO THE BENZENE ANION
RADICAL*,

M. T. Jones, M. Komarynsky, and R. D. Rataiczak 1

I

Contribution from the department of Chemistry
University of Missouri-St. Louis
St. Louis,% Missouri 63121

1

' ABSTRACT

A lineshape analysis is presented which allows
the extension of the study'of ion-pairing into the
spectral region where the metal hyperfine splitting
(hfs) can no longer be resolved. The analysis allows
one to quantitatively evaluate the metal hfs and the
component linewidths from experimentally measured
lineshapes and linewidths. The utility of the
analysis procedure is demonstrated by its application
to the benzene anion radibal. The unresolved metal
hfs in the benzene Anion radical ranges from' -75
milligauss at -120°C to +150 milligauss at -30°C.
The component linewidths are founeto range from -20G
milligauss at -120°C to -650 milligauss at r-30°C.
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INTRODUCTION

'There has been considerable interest in tht use
Of ESR techniques, to study ion-pairing effects. To
date, has been necessary to explicitly resolve the
metal hyperfine splitting (hfs) in order to.study such
effects. .Although, very recently certain changes in,
g-values have also'beenassoctated with ion - pairing.
A lineshape analysis is presented which wilhallow the
extension of the study of ion-pairing into the
spectral. region where the metal hfs can no lOnger be
resolved. The analysisztllows one to quantitatively

,,evaluate the metal hfs and, the component linewidth
.1tence to obtain the "true" To) from experimentally.
mtiturectlineshapes add lidewldths. The utility,of the

../.,.

analystt.ptocedure will be demonstrated by
:tton,to the benzene anion radici1.4

...." 4

,1:The underlying basis of the analyst* trocedurk is
the fact that ESR' spectral lineshapes are trongly7
depeddent:.upon the metal hfs even when theVediVtdual
compOnents are, not.resolved. The analysis4consists
ofdetermiding preetsely.what the lineshape looks like
as tWmeal hfs' increases from zero to the point
where thendvidwal components just'begin to becOme
resolod::L the'4calculations described,here, it is 6

assumed that thelife time Of the cation-anion pair is
, long. coMptred to the inverse of the metal hfs.

. .

T1OERIMENTAL-AND RESULTS

The' spectral lini shipes were'simulltea for an
ESR line wAdth.consists of. nrclosely spaced individual
componedt'ltnes. ,Forekample, in the case of ion-pair
formation, with a'sInfle sodium ion, four equally
intense cMpodent linesa'reeused. The simulatibn
calculations were per'formed'injuth a manner that
errors, due to eruncatton.q-theindivAdual component

-Mires fell outt4ide'of the region%of interest. The
'density of *points calculkted was such that the per-
centtge of ettror4sSdciated with picking the, correct
half-width-it extreme. slope ratified from +lVivhen
Ofs/4111,)=04o +0;!W.W.hed COsitir)=1.0and *0.5% 4
whin INfs/eNr)=Tto +O% viten (.ilft/Alir)..1.6 for
Lorentzian and.SaussTan component linethapes, respec-

:tiveTY. The 'Component libewidth ts given by Or.
Figure .;I. shows norm4ized plots; of half of the '

'.

ct.
4.741,

t -
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4 :
derivative of the resonance lineshape for various
ratios of hfs to AHr.starting with four ,equally intense

.Lorentzian shaped components. The data in Figure I
show that as the hfs increases from zero relative to
AH the lineshape becomes less and less Lorentzian; It
fails off in the wings much more rapidly than.a Lorent-
zian. For hfs:AHr ratios >0.6 the lineshape falls off ,

even more rapidly than a single-Gadssian component.
Similar, behavior is observed when'GauSsian components
are used except that the.irelimiting lineshape is a
Gaussian and they falloff more rapidly than a Gaussian
in the wings as the ratio df.hft:AH''is increased.

FigUre IL shows a'prot of the ratio of the calcu-
lated linewidth tto the indivtduil component
line width (Or) vergOs the ratio of Hfs:AHr; One
notes that as he ratio of Hfs:AH is increased so 'too

,',does4AHAk A similar result is bbsermed when Gaussian
compone4t6re used. Theresults shown in Figures I
and II are changed bSian insignificant amount if one
choSeS 'instead of four equally intense linos, two sets
of, four Oually intense lines with relative intensity
and -Relative hfs appropriate to ttit.case of lon-pair
-formation with potassium ions instead of sodium.

' 'The question immediately arises:;. Are there,
examples of the behavior of lineshapes,as:Oescribed
above? .The' answer, of course,, is yeS. Palt studies on

1very dilute.wtter sOutions (9.5 x0-0.M) df peroxyl-
'amine disulfonat 'anion radical 'tame shown that the
linesKape is,non-Lorentzian with a, More rapid fall off
cni.the Figure '4 of'reference 8 showS ,a normal- )

ized"plot of the derivatfVe of the resonance absoePtian
-curve of peroxylaminedisulfonateanion radit4ltin'
:compattAon with, pure Lorentzliniind'Gautsian Tine'

, shapes./

careful. studies- of the lines ape.of the benZene.
anion radical in solution shoW th t, a) it ls.depend-

..,ent upon: the benzene concentratt it_is tempera-
. turedependent,- and c) it falls off lost rapdily-in'the

wings than doesr a Lorentzian liner , This behavior
is.demonstrated in Figure'III for a solution ofvthe'
benzene anion radical tn'a 2:1 mti.tifre of tetrahydro
furan andil.,2-dimethoxyethang'which is 0.3M in benzene.
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Figure III shoWS another way of looking at the
information shown in Figure I. On the ordinate is
plotted the "observed" line position Versus that of a
pure Lorentzianline for fixed percentages of the
height. The analysis procedure consists of marking off
the baseline in units of'one-half the peak-to-peak
width. The height of the curve is marked -off in per-
centage of the maximum height (which occurs at +1/2 the -

peak -to -peak width) from the base line. The diitance
(normalized with respect to one-hilf the peak -to -peak'
width) from the center of the resonance line to the
decaying wing at a given percentage of the height is
measured and,plotted as shown in-Figure III against the
corresponding value for I pure Lorentzian'line. A pure
Lorentzian lineshape yields points which fall alp the
dashed line.

Whereas the data plotted in Figure ur are"experi-
mental", the data shown in Figures IV and V are. obtained
from-calculations of the expected lineshape of the central
line in the benzene anion radical excluding and incldding
the effect of the hfs,grising from the natural abundance
of 13C, respectively," Note that in Figure IV there are
a series of straight lines coming out ofthe origin. The
larger the ratio metal HfS:AHr the lower the slope. The
inclusion of the effect of Oh C hfs leaves a portion
of the data in Figure IV unchanged, namely..,that portion
along the abscissa from 1 to approximately 3. For
distances greater than 3 halfwidths, the individual
curves are pulled down toward the abscissa as shown in
Figure V. Note the good agreement between the data shown.
in Figure III'And that in Figure_V.

In Figure VI.is shown a 0i:ft-of the_data obtained
fromCour'calculations which allows a rather'easy com-
parison of the calculations yith experimental results.
Lint.poiitions in units of half-widths are plotted .

versus the ratio Hfs:AHr for a series or family of
curves taken at differeht relative heights. Our calcu-
lations show that the positions' associated the points
'at 80%, 60%, and 4.0% Of the maximumrheight and 01qt.
"significantlY perturbed by the presence of t:he liC
fs." :Thus; we may, safely tompare "experimental"
positions it-80%, 60-and 40% of the maximum: height with
the curves s-hoWn'in Figure VI. One obtains in

/.

-4

.)4.1.! If,

4

ILA



.'

2-18'

this way the "best" fit of the experimental data and
the value of the ratio Hfs:AHr at which it occuts.
Using Figure II, one can convbrt this ratio into a
number which gives the ratio'of the "observed" line-
width to the component linewidth. These two ratios
plus the experimentally 'measured linewidth yield the
information we are seeking, namely, the metal .hfs and
the component linewidth.

EigureVII shows the results of such an analysis
for the metal hfs for a. large range of benzene anion
radical concentrations and temperatures. Of course,
the analysis is -not capable of determining the-sign of
the hfs, although we have plotted the data thrOugh the.
origin. There is no incontrovertible proof that the
metal, hftdoes,:in fact change sign. However, one can
argue'in analogy with a number of other ion-paired
radicAls where the hfs values are known to go through
zero." It is significant that the, metal hfs
values are relatively independent of the benzene con-
centration and hence the benzene anion radical'com-

.This fact taken together with the fact
that the method of analysis appears to work over such
a large range of benzene and benzene anion concentra=
tions suggests that the assumption, that the life-time
dokthe benzene anion radical-metal ion pair is long,.
compared to inverse of the metal, hfs, is ,justified."

Figure VIII shows a plot of the component line- .
1..

width versus temperature for the,same range of con-
dentration as shown in Figure VII. The linewidths ate

. dependent upon' concentration, although the scatter is
larger than one might like to see. In addAtioh4 the
temperature dependence:appears to level off at about

-,780°C0' This As to be contrasted with the 111K6mogene-
ously brpadined line which displays a minimum at
-10G°C.P1

.
.

. ,

. .
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few spectra have been observed to date which do not
fall into the above category. 42

14. Thisobservation is consistent'with the low elec-
tron transfer rate.between the behzene and the
benzene anion radickl -observed by Mklinosky and
Bruning (Ref. 5) and suggests that he electron
transfer takes place with the simul aneous transfer
of the metal ion (see Ref. 10b for n extended
discussion of this point). We pla further comput-

1
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er simulations which will include the effects of
metal ion exchange ayd electron transfer. However,
we are, at present, quite impressed with the
success we have .had to date by neglecting such
effects and the lack oflevidence that they need to
be included for adequate spectra simulation.
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CAPTIONS FOR FIGURES

FIGURE I. Normalized plot of 'half of the derivative
TIFITT7esonance linethape for various ratios'of hfs
to AHr. The individual 'components consisted of four
equally intense Lorentzian-shaped lines. The values
of the ratio hfs:AHr shown are 0, 0.17, 0.34, 0.52, '*

and 0.69 in order of decreasing amplitude in the
wings. The dotted line represents a pure Gaussian
lineshape.

FIGURE. II. Plot of the ratio of the calculated line-
width (Mink) to the individual component line width
(AH ) 'verRi§ the ratio of hfs:AHr. The individual
comOonents consisted of four eqtally intense Lorent-
zian shaped lines. When the ratio hfs:AHT> 0.86.the
individual component lines just begin to 6I resolved.

FIGURE III. Lineshape of the Mu=0 component in the
first deviative ESR spectrum of the benzene anion
radical in'2:1 (THF-DME) solvent (0.3M benzene) at
different temperatures. The dashed line traces the
locus of the Lorentzian, line. ..

FIGURE IV: Plot of the 'observed" or "calculated"
resonance line position versus the "theoretical"
Lorentzian position for a series of increasing values
of the metal' Hfs:fiHr ratio. The effect of "C Hfs
is not included. '

FIGURE V. 1 t of the "observed" or "calculated"
resonance,lin position Versus the "theoretical"
Lorentzian.p6 ition for a series Qf increasing values
of the metal Hfs:AH ratio. The "C Hfs:AH

C
ratio for

the calculations shOwn here is 8.

FIGURE VI. Plot of line positions in units of peak-
to-peak half Width'versus the metal Hfs:AHr ratio for
various different.relative heights. The effect of
13C Hfs is not included in this plot.

FIGURE VII. Plot of the metal hfs versus temperature
for a series of different benzene concentrations.

FIGURE VIII. Plot of component .linewidth (AHC) versus
temperature for a series of diffirelt benzepe'con.
centrations.
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Evaluation of Complex E.S.R. Spectra by Computer

William E. Bennett, Robert E. Buckles
Department of Chemistry

University of Iowa
Iowa City, Iowa

Introduction

The interpretation of cromplex E.S.R. spectra can
prove difficult, even with the computer, when the,number
of theoretical lines exceeds a few hundred. The
primary difficulty is the fact that in.such cases--there
is considerable accidental overlap of lines. The authors
have found that one can resolve such spectra quite easily
by using simplifications which considerably speed the
computation. If the compptation is sufficiently fast, one
may try hundreds or thousands of splitting constants in a
reasonable length oftime. This paper is a report of the
results of this approach.

;

'Method
. ,

The simplest description of an E.S.R. line'is by its
height and by its field position relative to the center
line ,

t-ELD
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If we have an exact accidental ovprrap of two lines,.the
=resulting peak will have a height Which is the sum of the
two. This is true if both lines have the same width,
.4hich is generally the case for organic radicdls. If the
overlap is not exact, this.is not true. The thors have
found; however; that one can rapidly eliminate all but a
few of the possible combinations of splitting constants
by assuming' that overlapping lines sum -their.intensities.
Another approximation is that neighboring peaks do not
affect each other.

.The experimental line intensities and field
positions are introducedas data. Guesses of splitting
constants or of incrementing information are then
supplied.

; The program computes the. theoretical line spectrum,
summing lines which fall under measured peaks. 'If no
computed- Aines fan near an experimental peak: the
splitting constants'are rejected. A standard. deviation
for the fit between the theoretical, and experimental .

spectrum,is computed. This is'given in the units of the
experimental spectrum (`usually cm or mm.). If the
standard-deviation is less than a value supplied with the
data, a print-out of the experimental -and computed spectral.
line intensities is given.

Thii firSt phase of the computation narrows the.
number of possible combination of splitting constants from
several hundred to a.few.

The second phase of the calculation is to introduce,
the splitting constants, which were selected by phase one,
as data, along with an e§timate of the line width. Thisf
phase_computes'a theoretical spectrum assuming a
Lorenzian line shape,- Time is saved in that the intensity
.need be. computed only at-the peak and valley of the .

stheoretical line, which may be a composite of many lines.

)0,4-(,C .

<--vALLY,

eer e
ALA C.3

4
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To conserve time, the line shape function is in the form
of a table.

A

A standard deviation in computed. This second
step usually narrows the on o .litting constants
to one or two possibilit

4 .

A final third phase is td refine the line width to
give. the lowest standard deviation. The befit splitting
constants from phase two are used. This final phase
generally nar '-ows the chpite to one set of constants.
Plotting the computed spectrum verifies this further.

Results

Tetraanisylethylene forms a radical cation which has.

a

1053 theoretical lines. The obServed spectrum is given in
Figure 1 arid-has 89 lines. The regular spacing of -the lines
indicates that the three splitting constants have a common
factor or nearly so. The spacing is about' 0.141 gauss.
The splitting constant can then be found by incrementing by
the spacing.

The first phase of the. computation gave, out of many
hundred increments, several possible sets of splitting
"constants with low standard deviations. The second phase
narrowed this to two. The'third phase gave one. The
cAputed spectrum is given in Figure splitting
constants were: 8H = 0.705 gauss, 8H = 0.420 gauss and
I2H = 0.844 gauss. The refined width was 0.'078 gauss.
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).

The results were further confirmed-by fitting the
spectrum obtained when the ethylene carbons were enriched
with carbon 13.

An additional program which the authors have used
subsequenfoto the above work, preprocesses the experimental
data for phase one. For this program a lihe width is
assumed. An approximation is made of the intensities the
experimental lines would have with very narrow width. .This
is, in effect, a resolution enhancement and gives a more
exact fit in phase one. This conditioned spectrum is not
used in phase two or three.
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Structure Determination of Organic

Molecules by Mass''Soectroietry

K. Biemann
Department of ChemiEiry

Massachusetts Institute of Technology'
Cambridge, Ma. , 02139

the vast amount of data which a modern mass spectrometer can
prOduct within a short time has, over the past few years, forced
the chemist to rely more and more on computers to ensure the full

and efficient exploitation of these data. The techniques fall into

three general categOries: The high speed by which mass spectra are

recorded in certain situations requires on-line data acquisition;
the large volume of raw dath (mainly time-intensity pairs) reprints
fast and efficient processing (to mass-intensity pairs, and, in the
case Of high resolution data, further to elemental composition-

abtIndance pairs.); and finally interpretative methods to identify
the compound Aving rise to the spectrum Or to aid the chemist in

this interpretation.
1

Historically, the first instance of at.least semi-automatic
data acquisition and full scale processing of the resulting data

on a, large computer was triggered-by the desire to fully exploit

the output of a high resolution mass spectrometer used in the
determination of structures of complex organic molecules(1)*.

* .

It should be noted that computers had been used previously
in the, computations required to,perform routine quantitative

Ael;51I

analyses on co ex mixtures, in which the input data were

recorded in nventional form and manually transferred onto
punched cards or paper tape.

4

4
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The accurate measurement of the position of a few hundred lines
.representing a spectrum recorded on a photographic plate using a
Mattauch- Herzog type double focusing mass spectrometer, by far
exceeded the,patience of a densitometer operator and led to the
design of a semi-automated aensitometer.with punch-card output.
Further evolution went through the stages of digital tape cording

(2) and finally on-line operation of the densitometer (3, 4'.
Similar techniques were developed for fast scanning spectro ters

of the Nier-Johnson Geometry, which do not posses a focal p'. e.

These instruments thus can not make use of.a photographic plate
must record on-line into the computer (5, 6). The primary data
obtained in either case is-a parameter related to the mass of a
patticular ion giving rise to the signal, as well as its abundance.
The conversion of this parameter to mass and further to the elemental
composition (the interpretative important information) of the ion

will be discussed later.

A second area'of miss spectrometry. in which the data rate
requires sophisticated data aquisition techniques involves the
operation of the spectrometer in conjunction with a gaS chroftatograph.
In order to accumulate all the data necessary to identify all the
components bf a complex mixture, a complete mass spectrum has to be
recorded every few seconds during the entire gas chromatogram, whi4
may last 1/2 - 2 hours.Theif accumulation, storage and utilization'

.
in a relatively short time is practically possible only with the

aid,of a.fast computer having a reasonable storage capacity and
certain sophisticated (at least as far as chemical laboratories go)

output devices. Fortunately, the nature of the compounds and the
information content of a series of spectra op a mixture ofil.compounds
separated by gas chromatography, rather than a single substance,
make it in most cases unnecessary to determine the elemental
composition of all. the ions and one can get by with their nominal
mass, i.e. tht datkprovided by a-conventional, single focusing

mass spectrometer (7, 8).

As alluded to above, the on-line recording-of a mass s ectrum
involves sampling the output of the electron multiplier of the
mass spectrometer (or the photomultiplier of the densitometer)

. during the scan at a rate commensurate with the accuracy required

for the.mass measurement. In high resolution mass spectrometry

one wishes to determine the mass with an accuracy in the order of

one part per million, which requires high sampling frequency

<10 - 50 KHz) and high precision with respect to the x-axis
parameter (time in the case of On-line scanning of the spectrometer,
or distance when using a photographic plate). Since the peak profiles

are guassian, their center can be calculated easily by the usual
methods, such as interpolation of the data points around the maximum,

or the centroid. The degree of sophistication with regard to
thresholding and the detection of incompletely resolved multiplets
(due to different ions falling at the'same nominal mass) differentiates
simple approaches useful for routine spectra from. more complex ones
produced from minute amounts of material of complex chemical structure,
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in which high accuracy in the measurement of the mass of ions of low
abundance becomes of greet importance.

An example of the type of data encountered in high resolution
mass spectrometry and the relationship Of the various parameters is
illustrated in Table I.

Position of line
center (in mass)
measured

Table I

Mass calculated
(in.mass units)

Corresponding
elemental composition

173.4863. 484,2721 C
21

H
36
N
2
0
3

The relationship between line Position and mass id based ort the
measurement of two lines due to ions of known composition (from an
internal standard) and lower and higher mass than the unknown. The

elemental composition is computed directly from the mass found to
correspond to the line position measurement. It is that combination
of elements whose sum of exact atomic weights equals the empirically
found mass. The latter has to be determined as accurately as
possible, to assure unambigous assignment, because the sum of other
combinations may be very.close (e.g. the mass of C3030203 is
484.27258 while that of C

29
H
34

N
5
0
2

is 484.27123, a

'difference of only', 0.0013 mass units). The same relaStonship
holds for the relationship of the time at which a peakmaximum has to
be measured in the*case of recording on-line with a panting mass
spectrometer. The tfme differences between the peak renter of
the reference ions and the unknown ion has to be determined with
an accuracy of a few microseconds.

A molecule consisting of so many atom's fragments upon electron
impact in the ion source of the mass spectrometer into a large variety
of fragment ions varying greatly in ahundance. While the more
abundant ones are usually also of structural significance, some ions
of low abundance may also be of great importance. Thus, the mass of
all detectable ions has to be measured accurately and their elemental
composition has to be calculated.. Considering the large number of
combinations of atoms which have to be tested for each accurate mass,
a fast computer is the only means by which.this can be accomplished
routinely. Some of the problems encountered in this work and their. .

solutions have been summarized previously (9).

High resolution mass spectrometry has been of great value in
the determination of the structure of certain complex organic molecules
available only in extremely small quantities. An example is the
recent elucidation of the structure of a nucleoside renresenting a
minor constituent of phenylalanine transfer-ribonucleic acid. The
mass of the ion corresponding to the intact molecule revealed its
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composition to be CI6H2nN605. A major fragment Ion had the composition

C 11.
0
N 0 which appeared to be aromatic (few hydrogens) and indicated

10 1
tne presence of a substituent that contains the remaining atoms. The

arrangement of the heteroatoms in this substituent could be deduced

from certain ions of relatively to y abundance corresponding to the
loss of some of thelunctional groups from the molecule, These data,

in conjunction with the UV, IR and. NMR spectrum of the substance, of
which only a fraction of a milligram was available at any one time,
as well as synthetic models and biogenetic considerations, led to
the proposal. of structure I for this biologically significant substance

(10, 11).

CO CH
2 3

NH CO
2
CH

3N
CH

QH
2

CH 0
1 2

CH
3
--- H\

N
1

CH
3

I
. ,

Another impoitant area was alluded to earlier, namely the use
of a computer to record, process and .utilize the spectra obtained
from a mass spectrometer which is monitoring a gas chromatograph.
The schematic of such a system is-shown.in.Pig. 1. It is designid

for continuously scanning and recording approximately 400 spectra
obtained from a GCEffluent (7). Data is acquired during the up-
scan portion of each.4 sec. cycle of the magnetic field. Peak

centers and intensity data.are determined in real time and the
partially reduced data is transferred to disk during"the collapse

of the magnetic field. Background threshold is continuously un-

dated by the software as the data is acquired. In this tray the

loss of sensitivity usually associated with arbitrarily set
thresholds involved in hardware Desk detection is avoided by more

fully using the capabilities of the compdter.

.
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Presently the system consists of a Perkin-Elmer 990 gas chromatogr4h,
an Hitachi-Perkin-Elmer RMU-6L single focusing mass spectrometer, and an
IBM 1800 Data Acquisition and Control System using interface hardware
and software developed in this laboratory. The 1800 is configured with
32K of core memory, a 3 -drive 1810 disk system, two magnetic tape drives,

.high speed digital and analog input and output capabilities, a line
printer, a console typewriter,'and a digital plotter. An analog tape
system has been interfaced to the computer and to the various low
resolution instruments in the laboratory. This provides the capability
for data to be acquired and saved for subsequent digitization and
processingby the computer at-a later time. Finally, the most recent
addition,is an oscilAoscope-microfilming system.

Improvements in the scanner cticuitry to allow a more repetitive
computer-controlled scan function and major changes in the software
system have permitted faster and more efficient use of the facilities
by laboratory chemists. These faster programs have resulted in pe
increased use of the GC-MS-Computer system Oa. problems in areas
such as luhar crust analysis, carVahydrate chemistry, peptide
sequencidg, analysis of drug abuse problems, geochemical analyses,
and various other fields of organic and biochemical interest. With
the large amounts of data now generated, it was realized that the
limiting factor was the relatively slow speed oft the output devices

required to present the data to the chemist. Furthermore, it is
desirable'to make all of the data (not just the spectra) readily
available to the chemist without requiring him to return to the
computer for each additionalpiece of information. To meet these
goals, a new and faster method of outputting data was sought. The

microfilm system described below has efficiently solved these
problems.

The-microfilming system consists of a Tektronix 611 storage
oscilloscope, a Bole( 16mm H16M5 Cine camera with a 10mm Switar
lens,.and a single-framing control mechanism manufactured by In-
dustrial Camera Company, Epsom, N.H. The plotting and filming
are totally controlled by the computer via analog and digital
output features. The computer can process and film a GC-MS run
of 400 spectra in under 10 min. (including the time-to-mass
conversion step). The4ilit is immediately developed using a
Kodak Prostar Processor and is thus available to the chemist with-
in e few minutes after filming is completed. The end result is
a finished microfilm VI a,cartridge which can be viewed on the
microfilm readers in ;his laboratory or in any modern library.

The data available consist then of a few hundred consecutively
recorded mass spectra. Since a single focusing mass spectrometer is
used the spectrum represents nominal mass (rather than elemental
(7ompositions) NS. sbOndance of the ions. These data are then
presented in a multitude of interpretatively meaningful ways (12)
as outlined in the following examples from work on the organic acids
produced upon oxidgtion of oil shale keroger (13).

4.
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Summing the abundance of all ions in each spectrum and plotting
the sum vs, scpi index number produces a gas chromatogram (Fig. 2 top;
representing 400 alass spectra). The mass spectrum corresponding to
any point of interest along the gas chromatogram can be presented (on
the scope or plotted) by the computer. For example, scan No. 171,
shown in Fig. 3, islinterpreted as the methyl ester of the acid with
L7 carbon atoms (the formula is not part of the output, but arrived
at by the interpreting chemist, or by the computer using the compar-
ison technique outlined below). Alternitively, one can display the
relative abundance of a single mass throughout the gas chromatogram,
resulting in a "mass chromatogram" as shown in Fig; 2 for mass 88
(middle) and 9 (bottom), characteristic foi a-methyl substituted
methyl esters Sfid methyl esters of dicarboxylic acids, respectively.

A combination of such display techniques andfoi the comparison
of the mass spectra obtained during the gas chromatogram with a file
of about 10,000 authentic spectra led to the identification of the
components in this mixture. They turned out to be unbranched
carboxylic acidi with 8-29 carbon atoms (C8-C29), isoprenoid acids
with 15-22 carbon atoms (CA-CL, where the superscripted, letter
denotes the position of the, irst methyl substituent) ayd maihyl
esters of dicarboxylic acids with 7-17 carbon atoms (C7.- Cr)

/

The comparison technique mentioned above involves the matching
of the significant features of the spectrum of the unknown with each
one in the collection and presenting the chemist with the names of
the compounds exhibiting the most similar spectra (14). It is up
to him to decide whether the most similar one is indeed the same
compound or merely the most closely related one.. The final result
thus rests on the chemist's interpretation of the facts presented
by the computer;

r

it
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RESOLUTION. OF ELECTRONIC ABSORPTION' SPECTRA WITH

LOGNORMAL CURVES*

D. B. Siano,"J. A. Thomson and'D.'E. Metzley

Department ABiochemistry and Biophysics

Iowa State University

Ames,, Iowa '50010

INTRODUCTION
The resolution of electronic absoiption spectra

by curve - fitting methods has largely been overlooked'
while emphasis has been placed on spectra in the
if -Raman region (1). In the %Vatter the bands to be
resolved have generally been considered symmetrical:
the most popular functions chosen for fitting in a
least-squares treatment have been.either Gaussian or a
combination of Gaussian anal Cauchy (Lorentz) curves.,
Even when asymmetry of the bands wad recognized, a
-"two half-width".Gaussian was applied.

The*resolution of spectral bands in the uv
can also provide much chemical information. In addition',
resolution provides a'means of storing information about
absorption spectra in an easily accessible library
of uniform format.

.

THE LOGNORMAL FITTING FUNCTION
Close examination of absorption spectra reveals

that ih general, individual peaks are not symmetrical.
kThis holds for spectra taken against wavelength or
wavenumber, but the asymmetry is more obvious on the
wavenumber scale. The bands are generally skewed
towards higher energies. The so-called "lognormal"
distribution has been found-very satisfactory for use
in resolution of elebtronic spectra (2).

This function has the form
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a4unction of the wavenumber, v, in kiloKaysers (kK),
eb, the maximum molar absorptivity of the peak and of
the four lognormal parameters designated a, b, and c.

Three other parameters, termed "practical" in the
sense they may be estimated directly from recorded
spectra, are defined in Fig. 1. They are the position
of the mode, the half-width, W, and the skewness,
p. They are rglated to a, b and c by the expressions

c = (knp)/(22,n2)

b = W[p/(p
2
-1)]exp(c

2
)

a = v
0

W[p/(p
2
-1)]-

The area, A, under the curve is

A = e W[(27r) 1/2 (p/(P2-1Y]c exp(c2/2)]. .

0

For a single spectral band, the loinormal function
has-been found superior to the "two half-width" Gaussian
and provides a suitable analyticalexpreSsion for
describing many spectral bands (2).

CURVE RESOLUTION
An actual spectrum will generally consist of

several bands which may overlap or be buried: the
problem of resolution then'is one of.optimizing many
paralieters to obtain the "best" fit. Our progratts
use the least-squares approach and the minimization
technique of Fletcher and Powell (3). the coding for
thi. $ method is available `in the IBM Scientific
Subroutine Packages as subroUtine FMFP. To use this
subroutine, the'user must supply another subroutine
(in our. case, DERIV) in which the values of the
function and of thg error-squared sum, are determined
from the current estimates of the parameter's and in
which the gradients of the parameters are also
calculated.

The digital spectrum (usually as molar absorp-
tivities) to be resolved is read in along with initial
guesses of the practical parameters for each band
which is kelieved,present. .The corresponding values `

of the lognormal parameterp-are calculated. Control
then passes to subroutine FMFP which immediately calls
subroutine DERIV. There the sum of the difference
at each wavenumber between the experimental and computed
spectrum is calculated. The computed spectrum is a
summation of the current theoretical values of all the

4
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individual lognormal bands. The derivatives of the
lognormal with,respect to the parameters are also
calculated from the appropriate analytical expressions
and are used.to evaluate the gradients of the
parameters. The iterations continue in FMFP and DERIV
until either Convergence is sensed in terms of certain-
riser-supplied values or a given number of iterations is
completed. .Control returns to the main program and
the final values of the parameters and of the gradients
together wita comparison between the observed and
calculated spectrUm are printed.

N The output also includes two computer-prepared
plotsf the first is a trace of the computed spectrum
with the actual data points superimposed and the second
is a plot of the differences as a percentage of band
height. ,

This program has worked well, but as the complexity
of the spectrum increases, the program becomes somewhat
inefficient. Experience showed good results were
obtained if,only two or three peaks were considered
at one time., Therefore, the program was modified to
consider only part of the spectrum at a time. The new
program employs a;nsiiding-window" tO control the number
of peaks, parabeters and segments of the spectrum con-
sidered. The lowest-energy peak which contains at
least one par'ameter to be adjusted is located and this

serves as the'."base-peak* of the window for this
particular sequence. The relationship of this peak
to its tido higher-energy neighbors is examined and a
window-:widthof one, two or three peaks determined.
Then only the parameters to,,actuany. be varied are
passed to the minimization subroutines. Only the
portions of the spectrum-within the window are made
available to the derivative subroutine.

Upon return to the main program, the adjusted
paramdters of the base peak are fixed so they remain

constant. In further calculations any significant
'contribution of this peak and similar "fixed" peaks
to the spectra within the window are considered in

the theoretical summation. The program now moves the
window to a new base peak at higher energy. The
iterations continue until all peaks have been con-
sidered. The greater complexity of this coding is

more than offset by the increased efficiency in
subroutines FMFP and DERIV.

,471kel
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EXAMPLES
Potassium Iodide. The peak of the charge - transfer-

to-so vent spectrum of aqueous iodide ion at.44.2K has
been fitted with a Gaussian, and the upper portions have
been tested and found symmetric (4). However, an
excellent fit with slightly, skewed lognormal curves is
obtained as shown in Fig. 2. The maximum error is'
0.7% of the band hdight and this occurs in the galley
at 48 kK. The skewness, p, is 1.05 for both bands.
Although the skewness is small it is easily measurable
(for the 44.2 kK band) and it is clear that the band is ,

not truly Gaussian. For the Gaussian p = 1, and it,can
be shown that as p 1.0, the lognormal approaches
the Gaussian (2).

5-Deoxypyridoxal.
spectral -resolution is
overlapping peaks have
this was possible only
for some of the bands
Substances) and fixing
another feature of the
lognormal bands.

An example of a more complex
shown in Fig. 3. A number of'-
been resolved successfully, but .

by assuming values of W and p
(based on comparisons with related
these. The figure illustrates
program, the tracing of individual

3-Hydroxypyridine. Resolution of spectra can be
used to advantage to describe effects of changes in
solvent or temperature on spectra. Resolved spectra
of 3-hydroxypyridine in water and in 30% methanol are
shown in Figs. 4 and 5. As indicated in Fig. 4, the
neutral form of the molecule exists-as a tautomeric
mixture, the equilibri4m position of which-is strongly
influenced by solvent composition. This shift In
equilibrium is reflected clearly in the spectrum.
The first (low energy) band (band I) represents
the zwitterion (z) while band II represents the
uncharged form (n).

Much experimental work in this laboratory (5)
indicates that molar band areas, CZ0,, remain constant,
with changing solvent composition (and temperature).
This being the case, the tautouterization constant,
K
z

, in a solvent may be evaluated from curve resolution
data using the following equation:

K.-
f
z

a a
zo

Aan
,

az
z

n an/an . CZ
z n

Here f
z

and fn are the fractions of zwitterion and
uncharged forms, respectively; fz + fn = 1. az and
On are the measured areas of bands I and II, respectively,
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FIGURE Z

RESOLUTION OF A SIMPLE SPECTRUM
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FIGURE 3

RESOLUTION OF A COMPLEX SPECTRUM
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FIGURE 4
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RESOLUTION OF THE SPECTRA OF A TAUTOMERIC MIXTURE
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FIGURE 5

Peaks maxima are indicated by arrows.

The bottbm curve is for the spectrum in 0% methanol.
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and'AC2 and tian are the changes in those areas when
the equhibriuni position is perturbed, e.1. by a
change to 30% methanol. From the data a Fig. .4
we calculate

K
z
= 0.76.± 0.L in water at 25QC.

The misfit in both spectra at 44 kK i's.pbvious.
but its cause is less so. We ha4.re deliberitdly

'weighted
the points in the valleys only ond%-tenth as

heavily as the points around the peaks. This insures
a good'fit around the peaks. Since for soma compounds
we obtain good fits in the valleys also, itis possible
that an additional weak absorption band'is present in
the spectra of Fig. 4. c 4

The goodness of fit 'is graphically shown in, Fig. 5
whichis a plot of the percent error of the two
3-hydroxypyridine spectra. The peak positions havel
been marked by small arrows. The small shifts in
bend positions induced by'the solvent change are
readily apparent and there is a possibility that some
of the pattern seen arises from the existence of
characteristic vibronic fine structure. This seems
especially likely around peak II, for a recurring similar
pattern is seen in many spectra.

Benzene. The fine structure of the low energy
band 61-17;77ene in methanol is clearly displayed. by '-

fitting a lognormal curve and examining the difference
plot (Fig. 6). This approach can also be used to
.display fine structure in spectra of proteins or
nucleic acid and a way of easily examining effects.
of perturbations by solvent. or temperature changes.

0
DATA COLLECTION AND PROCESSING

. The Spectra in thii paper were collected in
d4gital form on cards punched at regular wavenumber
intervals. A Cary 1501 spectrophotometer was equipped
with a Datex digitizing system which is interfaced to
an IBM 026 key punch. The absorbance information is
sensed by a shaft encoder by specified "wavenumber
interval commands" and is punched on the'cards in a.,
coded format. A number of programs have been'written
to process the raw data. 4

Initially the,Datex code is converted to "real"
absorbances and baseline, and (if required) .turbidity

)1

corrections are made. The program a lows great varia-
tion in spectra-baseline combination including
averaging Of repeated scans. The spectra may terminate
at different high energy walienumbers.. Small adjustments

131
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AN EXAMPLE OF FINE STRUCTURE
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for instrumental drift may be made automatically. After
temperature corrections are applied, input concentrations
may, be used to produce decks of apparent molar 4bsorp-
tivities. These decks are then analyzed'bir- other programs.
to extract equilibrium constants and spectra,of indiVidual
ionic forms of the compounds (6). The programs feature
the use of graphical output and cOmparison'Of experi-
mental and calculated data.

A manual describing the complete package of programs
is available on request. All programs are writtenJOr

, the IBM 360/65 at Iowa State University in FORTRAN IV
usinTithis installations platting program SIMPLOTTER
on a ALCOMP 470 plotter.
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REAL-TIME ANALYSIS OF ULTRAVIOLET ABSORBANCE SPECTRA OF ONE
TO FIVE DNA SAMPLgS, USING CLASS, A SPECTROSCOPY-ORIENTED

LANGUAGE ON AN 8K MINI-COMPUTER

Dav141 C. Harris

Institute of Molecular Biology and Department of Chemistry
University of Oregon

)0 Eugene, Oregon, 97403
Overview

The absorbance of ultraviolet light at 260 nm has long
been used to study the condition of double stranded DNA and its
interactions with other molecules. But existing theory indicates
that different nucleotide sequences should have characteristic

'spe'ctral and that if one knew the spectrum for each possible
interaction, he might deri\Te a wealth of information from
analysis of accurate spectral measurements. Rather short
nucleotide sdquencesare being studied by-circular dichioism to
elucidate the sources of observable spectra'(Cantor et al.,
1970; Warshaw and Castor, 1970). We are'working on relatively
large DNA moledules, using an empirical but theoretically-
reasonable method'to analyze the spectra. We have developed a
system using an 8K Varian 620/I computer,and the string- processor
language CLASS to control the-position of a five-holder sample
turret, alter the tetperature, and initiate scads automatically'
on a Cary 14. We_read percent'transmittance, time, and
temperature to high accuracy, punch a paper tape ,report of the
spectrum, analyze, the measurements-made, and report the most-
useful results 'e we dan'actitochAnge the course of the
experiment if desired'. Ibe report can be its characters on a- .

teletype,- graphically or., a plotter, or on a storage oscilloscope.,
The_ information reported may easily be varied from experiment to

experiment as our chemical questions thange. After an experiment
we transcribe the paper tape informatidn to magnetic tape and
an,alyze it more thoroughly on.an'IBM 360/50 U, whioh has greater
storage capacity, and sophisticated plotting facilities.

* I wish to acknowledge that Dr. William Melchiory JameA McGhee,
Loren Dotsen, and Chris Meyers did the major share of the
hardWare development,descibed in this paper. I am grateful

"to'Or. Charles Klopfenstein'for advice and instruction in
,programming and'instrumentation techniques, gad to Dr. Peter H.

Von HippeL for generous support and guidance in the physical

chemistry of DNA. During the time this research was in progress

my stipend was provided by NIH.Training Grant-PHS2T0100715-12,

research support was-provided by grant PHS5R01GM15792-05 (to

P. von Hippel), and basic computer facilities were provided

by PHS-HSAA5S047FR06027-02.
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Briefly, the:spectral analysis method we are using
(Felsenfeld and Hirschman, 1965; Hirschman and Felsenfeld,
1966) assumes that hypochromism in DNA arises from interactions
between base pairs in a double helix. Thus, an adenine-thymine
(AT) pair next to a guanine-cytosine (GC) pair has one spectrum,
AT next to AT a different spectrum, and so forth. If the-Various
possible combinations are treated as randomly ordered along-the
helix, one can deal with all interactions as being due-to-three
kinds of "average" interaction: AT next to AT, GC next to GC,
and AT next to GC. Since randomness is assumed, if one knows
the fraction AT in a sample he can calculate the fraction of
each kind of interaction present. Felsenfeld and Hirschman also
introduced a parameter delta to reprgsent small deviationd'from
randomness, so that a positive delta indiOates AT pairs being
neighbors to AT more often Than predicted by complete randomness.
They assumed that in a variety of DNA samples the variations in
degree of randomness would cancel out. That is, delta is zero

overall. They measured the spectra of 11 kinds of DNA, of
various fraction AT, and used least squares curve fitting -to
determine the spectra of the three "average" interactions. This

was done for the helical native DNA and for"the same samples
when completely denatured. The numbers measured were incorporated

into a set of convenient algorithms. One measures 4-15 optical

densitieg on'a sample under the appropriate conditions, and
calculates the total concentration of nucleotides, the fraction

AT, and the estimate of randomness, delta. This can be done on

a-native sample or a fully denatured sample, and the method-has
frequently been used to establish concentration and nativeness
of DNA samples, using manual or desk calculator computations.
One can also detefmine the absorbance changes produced by partial
denaturation, and use them to compute the number of base pairs
which denatured since an experiment began. Thus, one can follow

the melting of AT and GC pairs separately, even though they are
present-in the same molecule. We are using this separated
melting curve technique to study the effects of various aqueous
solutions on the two kinds of base ?air. A Selecule that binds

preferentially to regions high in AT pairs may stabilize this
region, and we will see the effect as a higher melting
temperature for the AT curve.

Hardware

Figure 1 shows the basic components of our system. The

central object is our Spectrophotometer Intefface (SIF),'a
modified Cary Instruments option. The SIF is contr011ed".4s two

separate devices. The relay driver controls a box of power relays.

1.3,i



:

Teletype

.1

r.

a

620/I

Real-time
Clock

Fast paper
Reader` /punch DAC's

Automatic
Sample
Changer

. .#0,
// .0:"

rs-gi01.

I
0.

CRT

Analog Recorder

w ammo&00 MIRWORIS weramr...t..1.

Tower.
Re lays.

Temperature

lrozrammer

r

IThermOsiat

.Heating

Bath

= digital information

analog information

120 V power .

w.

Figure 1

"'")

t

Refrigerator



2161

We use some relays to control an Automatic Sample Changer. Our
five-sample turret is'modified to permit reversing'the direction
of turn so as not to wind up the thermocoUple which goes into,
one cuvette., Other relays control a modified temperature
programmer. This programmer drives the thermostat on a heating
bath which continually circulates' ethylene glycol to the
multiple sample turret. We considered. controlling the heating
coil in the'bath from the computer but decided the bith design'
probably would not allow us increased stability under direct .

computer control. Therefrigerator was wired to allow on-off
and high or low.cooling rate selection. Finally, we use the
relay box to start the Cary Repetitive Scan2option that drives
the monochromator over a mechanically set range of wavelengths.
The wavelength counter in the SIF keeps'track of the monochromator,
mechanism to 0.011 .nm. A portion of the amplified phototube signal
goes to one;terminal of a multiplexed ADC with selectable gain.

The mecfiallical-drive of the monochrotator cannot stop

precisely at a particular wthelength. So we begin measuring
percent transmittance a little above each desired point and
average all readings (at the rate of 10 readings/second) until
the monochromator is an equal distance below the intended

%wavelength. Increasing the width of this "wavelength filter
reduces.noise effects by increasing , the number of readings!
-averaged, Except on an absorption plateau, in increased filter,
'width-also includes more readings unrepresentative of the
measurement. Wecurrently use f 1 nm, which allows repeated
scans taken at 2.5 nm/sec scanning rate to have a corrected
Standard deviation of 0.001 O.D. units for readings below an

`optical density of 1. We collect such readings every 5 nm over

the, range 350-220 nm. We can measure temperature to about 0.1
degree qusing the thermocouples and calibration tables stored
in the computer. We routinely measure time to 1/10 second with

.;the real -time clock. We,uan punch paper tapes on a teletype
punch at 10 characters/sec or on a fast punch at 120/sec.
After analyzing a spectrum we report the results on a teletype
or storage oscilroscope. We did simple wiring-to allow the DAC

''-and relay§ inside the SIF to control an analog strip chart
rec'o'rder. Thus i4e can create simple graphical plots while an
experiment occurs.

,

Software

CLASS (Conversational language for' Spectroscopic Systems)
is Cary Instruments' string processor language for their group
of spectroscopic instruments. Since this language is rather
.different from languages commonly used in :atch calcUla4ons on
large computers, we will/discuss it here, FigOte 2 is an abstract

schematic of the language, and figure 3 is a representative

a
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'Interfaces

'Registers

CALL

STRG 170
ABSORBANCE
SPEC 191
MST 192
STRT 35000
END 22000
CALL
STRG 164
STRING'

R95

A36

R32

A192
R22

R51
R15

R33

A192
C35000
C22000

M

Figure

program segment. About 3K of the memory is occupied by the CLASS
run monitor and related subroutines, Programs are entered by
typing commands which designate particular operations. These
commands are stored mainly-as:a.string of 8 bit bytes. During
execution the run monitor gets: 'a byte and transfers control
temporarily to'wnichever routine does the desired operation.
That much is rather like a second level of machine language. An
important feature is,,that the contents of memory are "floated".
That is, information is'moved up and down in memory, and some
addresses are altered to allow insertion and deletion of routines,
programs, and data. A "transfer vector" of addresses is
maintained, so one can get to .any desired routine by doing an
indirect jump through the transfer vector. This strategy assures
complete utilizatiott of memory' Space. By limiting the number of
operation routines to fewer than 150, and using bytes for coding,.
CLASS makes program code very cpmpact. CLASS saves more space by
frequently using the same opertition routines to manipulate
spectral measurements and program instructions. After all, both

are linearly arranged and sequentially accessed. Because there is

no compile step, CLASS functions conversationally.and program

modification is fairly easy. '

A
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CLASS has a set of "macro" commands for the most common
operations, like taking a spectrum, subtracting a baseline,
.printing a label, etc. Naming a macro causes the appropriate
bytes ,to be moved from a.macro library into the program
string. Macros being moved can request the programmer to enter
the particular values needed for parts of the program that are
variable, such as the wavelengths to be scanned, where to
store the readings, etc. A programmer can write useful macros
for his own common operations and put them in the macro library
using a macro compiler feature. Recent versions of CLASS
have added multiple program strings, inter- and intra-string
'Conditional jumps, byte manipulations and floating point
arithmetic. The jumps allow us to write program string
subroutines. The various levels of subroutine allow us to
write highly modular code for easy modification. Since
modularity increases the possibility that something ;all be
missing when execution is attempted, CLASS provides a number
of error messages which often indicate what was wrong or
missing. CLASS' interactions with the varpus instruments are
isolated in a few operation routines that read or drive the
peripheral hardware. Most I/O occurs through the registers and
the push-down stack. The stack is also where all arithmetic is
done, using Polish notation sequences of operations on the top
two locations.

CLASS has a feat(ire to make handling spectra convenient:
the sentence.' A sentence is all program code between two
periods (.). If a sentence contains any operation that should
be applied to every datum of a spectrum, such as putting the
sum of two spectra into a third data array, the run monitor
'Causes the sentence to be reexecutecronce for every point in the
spectrum. The sentence is somewhat like the FORTRAN DO loop, but
the programmer need not know the number of points in the spectra
being handled.

The main price of these advantages seems to be speed,
particularly in arithmetic calculations. For most chemical
instruments this is no problem. Since we do extensive
arithmetic in the spectral analysis, we occasionally see delays
due to calculations. Our monochrotator mechanism takes a minute
to rewind, so we have sufficient time for all calculations, I/O,
and control operations. After we collect and store baselines,
a typical program might11) position the desired cuvette in the
light path, 2)start the monochromator and measure time, percent
transmittance, and temperature, 3) punch a paper tape of the
basic measurements, 4) increment counters of spectra taken,
5) convert percent transmittance to absorbance, 6) adjust for
the effect of solution expansion, 7) subtract a baseline, 8)
analyze the spectrum and store the results, 9) compute and
report the desired function of the basic results, 10) control
the bath" emperature and 11) increment the cuvette position
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counter before returning'to step 1). The system can run
unattended, but we attempt to watch for unexpected results that
require further observation or a program change. Figure 4
represents the kind of printed report we can produce.

Experiment number

Il

Number of scans
on this position

1
12 57

4325 E

4246 E f

Concentration
of nucleotides
denatured

(0.4325 x 10 -4)

Position number

Temperature
(81.20 C)

4-,

4-

1

5617

5873)

Fraction

AT pairs

8120

610-

Delta

(-0.0610)

1030

ExpansJon
of solvent

(0.5617) (1.0300)

1

The third line of the report is the result of the two term
analysis, a computatipnally simpler approximation to the full

.spectral analysit.

Figure 4

For the Future

Our current system has two distinct weaknesses, all the
paper tape is bulky and inconvenient, and the large computer
processing, a straightforward batch calculation, does not occur
until-after the experiment is finished. Dr. Kloptenstein of
the Oregon Chemistry Department has discussed the possibility
of a "data sink" system. One computer with a'magnetic disk
unit would be centrally located and connected by permanent wires
to terminals'in,most moms. We could connect to the nearest
,terminal and send spectral readings to,the "sink",much faster
than paper tape can be punched, Then, we would dump our readings
from the disk onto a magnetic tape compatible with the IBM 360.
This may never occur because of an even more promising
possibility: mini-computer communication with a recently
acquired time sharing PDP-10 computer. We will not need paper
or magnetid tape when we can 'send information to this large
computer. Such a system would make elaborate analysis, feasible,
with the results returning in time for experimental control.
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Applications of Computers to Structure Determination and Kinetics

Introduction

Walter C. Hamilton

Chemistry Department,' Brookhaven National Laboratory,
Upton, New York 119734

Westheinier has defined the three main areas of concern in

chemistry as synthesis, structure, and dynamics. During this

conference, we have heard of the many contributions that computers
have made in each of these areas. The papers in this session

represent a few of the many existing applications to the latter
two areas -- structure and dynamics. In fact, most of the papers

in, the other sessions are directed toward these areas in one way

or the other. Today's papers provide examples of each of the
several ways in which computers have had an impact on chemistry
and on the ways of doing chemistry: large-scale digital computa-
tions, on-line experimental control, and chemist-computer inter-
active coupling.

The use of computers in structure determination work has grown
in many areas, but the moat dramatic effect has perhaps been.in

crystallography. Because of his great, easily-formulated needs, the ,

crystallographer was the first major user ofmihe modern digital

computer. It is no accident that one of the authors of FORTRAN was

a crystallographer and that former crystallographers often hold

important positions inlcomputer systems development Our first

invited paper in this session describes something of the impitct
that the computers. have had in this field and of how the chemical

crystallographer uteS the computer. The 'renaissance in inorganic

chemistry and the rapid propagation of the 4tith in molecular
b ,iology have both been largely due to the kind of crystallography

that computers have made possible..

Following Professor Ibers' 'contribution, we have two short
papers on quftedifferent 'applications of computers to structural

investigation. The first contributed paper describes a correla-
tion between optical spectra and stereochemistry which has, been

explored by model computer calculations. The speed with which

the computer can explore and test hypotheses in a multiparameter

space is here the key to its applidation.

The second contributed paper shows how computers have been

used for data acquisition And-experimental control in microwave
Spectroscopy, one of the many fieldg where the computer has

--become an'important piece of chemical equipment.

We continue to explore the use of computers in experimental,
control and man-machine interaction as we turn to the invited paper
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in chemical kinetics by Professor Wilson.. Both kinetic experiment
and theory have benefitted from the use of the computer, and in
the twocontributed papers we hear of the use of computers in the
analysis of experimental rate data.

It is.also worth noting that Professor Wilpon and others
have contributed greatly to the success of this conference and
to the educational use of computers by their elegant computer-
produced films of reacting atoms- -real kinetic art.

The important point about the use of computers in both of
these areas is that more chemists are able to do more interesting
:chemistry because the'camputer can do many things much faster
than can a chemist--hopefully leaving the chemist more time to
think about the meaning of his.results.
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THE USE OF COMPUTERS IN CRYSTALLOGRAPHY

James A. Ibers, Department of Chemistry

Northwestern University, Evanston, Ill. 60201

Introduction

For the purposes of this paper I mean by the
term "crystallography" the determination of the Struc-
tures of crystalline solids based on data obtained by
diffraction methods from single crystals.

The general technique of single-crystal struc-
ture ddterminations has undergone a marked increase in
importance in the last decade. A glance at any number
of chemical journals, for example-Inorganic Chemistry,
will reveal that this technique is at the hear& of per-
haps 15-30% of the papers in a given issue. Moreover,
if one follows the trends that have occurred over the
last ten years it is clear that more people are now
doing larger structures more accurately. There are
two main reasons for these changes: (1) the avail-
ability of fast, number-crunching computers and (2)
better. nstrumentation. In the instrumentation area,
the crystallographer is making extensive use of small,
control computers.. These are thus the two aspects of
computers in crystallography that I will discuss.

Number crunching

Turning first to straight number crunching, the
crystallographer Envisions calculations that will tax

most any available computer. His calculations are
generally unsophistiCated, well-behaved, but exceed-
ingly arduous - just right for the big computer.
Without describing.in any detail how the'crystallog-
rapher determines crystal structures, one can state
simply that the process may be pvided into several.
parts:

1) Data reduction.

2) The trial:structure

3) Structure rOXinemen

In a typical determination the crystallographer will
collect between 1,000 and'5,000 data. These will be
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reduced in a straightforward manner by corrections for
background, instrumental factors, etc, This type of
calculation is routine and rapid. It is at this stage
that the data will be entered into the big computer
through cards, paper tape, or magnetic tape; and in
most installations from then on the data will be kept
either on magnetic tape or on disc files. It is nei-
ther practicable nor economical to use card in/card
out procedures when there are 5,000 data points.
Moreover, because of 'the large number of data, the
calculations in crystallography are not well suited
to remote terminals unless high capacity linkages are
available.

The finding of the trial structure may require
.considerable non-routine computing in which heiffah de-
cision making is necessary: But this area has devel-
oped significantly in the last decade, and there is'
the definite possibility that many structure deter-
minations will be handled in an increasingly automatic
manner in the next few years. Among the calculations
involved in the finding of a trial structure are
three-dimensional Fourier summations, where the re-
sultant function is evaluated at perhaps 50,000 points
based on .a summation over the 1,000 to 5,000 data
points. It is interesting to note that this type of
calculation required about 40 man-houri in 1950. To-
day it can be done in a minute or two on a CDC-6000
class computer. In addition the results can readily
be plotted on a grdphics device.

Refinement of the structure uses up most of. the
computing' time necessary for the determination .of
crystal structures. Generally, except for the big-
gest structures, refinement is effected through .a non-
linear least-squares,procedure in which one attempts
to adjust m parameters that define the structure,
based on agreement between calculated data points
and the n data points obtained. experimentally. Such
a procedure workS if one is sufficiently close to the
correct solution to solve successfully for the correc-
tions in the initial estimates. The calculation re-
quires the inversion Of an'm x m matrix. By the nature
of the problem this matrix is real and symmetric and
hence he elements can be stored in m(m +l)/2 cells in
the computer. It is instructive to see how:this
function varies with m:

m(m+13/2 Type of Problem

50 1,275 .mall. organic molecule
200 20,100 typical coordination compound
500 125,250 120 'itom problem
5000 12,502,500 1200 atom problem (enzyme?).

144
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Thus one can appreciate that since most available com-
puters have only 32K or 6kKwords of high-speed core
a severe restriction is currently placed on the l'-
finement of large structures. Thds far, few struc-
tures with m past 300 have been properly refined. And
one simply does not refine large biological molecules
in this manner. Yet the desire to do so remains,
and crystallographers look forward to computers with
virtually unlimited high-speed cores.

Can One invert such large matrices to obtain
meaningful answers? Yes, because the matrices are
well conditioned- It has even proved possible to
invert these large matrices using the very short
word of the IBM 360 series computers.

Where does most of the time go in'these refine-
ments? It may be of some interest to note that the'
rate-determining step is not in-the matrix inversion,
but rather in setting' up the matrix. The operatiori
involved'is of the. type

A =A B*C

and this operation must be performed nm2 times. On
the fastest available computers such an operation
might require about l'psec, If one has n = 5,000
and hi =' 300 the time for .setting up the matrix is
500 sec., a long time.pn the very fastest computeri.
If the time` for' the eeration is 10. psec., the cal-
Culation will take g .).east 5;000 sec.-of central
processor time. In'a typical calculation on the
CDC-6600, a refinement inVotaving n = 3000 and
m T 200 will require 'perhaps 500 sec.

It is clear that the crystallographer not ,only
needs computers with far more high-speed memory
but also ones that are much faster. The general
rule has been that the faster the. computer, the more
calculations one can perform per dollar. Although,
it is difficult to give an'average figure, it is
probable that most of thd well-refined structures
reported in Inorganic Chemistry involve about 50
of computing per structure. Thus if the single -
crystal structure determination is going to become
generally feasible as an analytical technique it

will have to await the next generation of faster,
and cheaper per calculation, computers.

Control aspects of small computers

In the acquisition of data the crystallographer
basically performs a simple experiment. He orients,
his single crystal with respect to the incoming and
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and outgoing radiation beams. _To do this he drives
three or four motors to precomputed positions. 'He

then performs some type of measurement, perhaps over
an angular range or for 'a fixed time. These opera-
tions are ideally suited to automation, and to con-
trol by a small computer. Within the last four years
a number of commercially available instruments have
come on the market (generally at 800 to 1200) in
which the basic control device is a small computer.
The pioneering work,in this area was performed by
W. R. Busing at Oak Ridge and his experience has
been that a computer with a 4Kword core can perform
the task.

In such operations the small computer is not be-
ing used much 'f the time, as the' real time of the
experiment is s ow. For this 'reason therehas been
considerable eff rt lately to have the small computer
perform reduction steps on the previous data point
while handling con rol of the collection of the pre-
sent data point, do this in general one requires
more tha 4Kwords of ore, but discs are generally
inexpensive addition to Small computers': However,
by the time one buys a small computer, a,disc, and
perhaps an industry-compatible magnetic tape output
deviCe, one has invested about 300 the "small"'
computer. Perhaps this is why the manufacturers
of small computers do so well.

Where do we go from here'

'The advancement that has been obviously needed
4#, for several years now is a direct link between the
.expsriment and the large computer. Tite small control'
computer is simply inadequate to perform all the de-
sired tasks, and if dt is adorned with myriad acces-,
sories tkle,calculationa, even' if feasible; still are
prdhibitively expensive. If a ,link between the
experiment and the big computer existed then one
104d not only oheck'a current measurement, against

g.....t

dbe made several thousand operati
Ls

beftre, but one
could anticipate ,a routine struct si4ution during
data acquisition. Once the overall s ructue is
known it is possible to decidp.which data pointd are '
most critical for .the accurate determination'of a A

structural feature of chemiCal interest; in this '

interactive mode the big computer could direct the
course of data collection. . \

Ayes this sound impossible? No, 1l does not to
thbze of Us who have grown up with computers. To me
it sounds far more likely-than did the notion 20 years
ago that the calculations I was then performing ini40
hard hours, of my time on an IBM 604 electroc card
punch would some day (the present) be done in less than
a minute, and at a far lower price.

14"2
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A MODEL -STUDY OF KETONES WITH ROTATING GROUPS.

.s. MacKensiel.S. F.'Marsocci, and Mary t. Scanlin

Pastore Chemical Laboratory arid The'Computer.

Laboratory, University of Rhode Island :

In phenylacetone (I), there is' electronic inter-
action between the carbonyl group and the benzene'
ring under the'influence of light. The ultraviolet,i,
spectrum therefore shows a great increase ,of absorp-
tion (fig. 1). In benzylacetone (II), the probabil-
ity Of.effedtilie cooperation, is such reduced so that

Ch2efilmCH3

II

c-'each,groUp shows -its normal uv absorption.

148



'3-8
-

11

Several reasons for this electrooic interaction'
have been proposed in the liter*turel. Cited most
widely are the ideas of (Cookson 4 and Labhart and
Wagpiere3. In the former, it was tholight necessary 4".
for the plane of the carbonyl group to face the plane
of the benzene ring as in figure 2a. In the latter,
participatiod of the n-electrons on oxygen wad sug-
gested. This idea (in our hands) led to strongest _-
interaction when the oxygen.atom Was nearer the ben.-
zene ring as in 2b.

z Figure 2

C3
=91 e a=900

z

1

n

CH3

- ..60° 0 =600

2b

Although many drphenylketones have been synthesized,
the role of geometry-in controlling the ultraviolet
speCtra has not been firmly eludidated. After all, the
.angular difference between 2a and 2b is not terribly
great and it is usually true that precise bond angles
have not been measured. Models, quite accurate for bond
distances, serve less well for precise. estimation of
bond angles. Moreover, certain molecules are intrinsi-
cally difficult to represent with models and elements
of uncertainty arise even for cases of "fixed geometry".
.This is certainly true for compound III (the' geometry
of cyclopentane rings is difficult to represent with'
models), for IV (the large ring is not perfectly rigid),
and perhaos even for V, although errors here are much
less serious. ,-
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H OH -

III

600, 600

295 ow (224)

Iv v

0
90 , 90

0
120., 60°

285- att.( 709) 295 me.
6

A further sourcevof difficulty is fouhd in the fact
that the energy levels of benzene rings are somewhat
perturbed as a function of the degree Of aubstitutioh.

It was therefore felt desirable to study the geom-
etry of ot-phenylketones,wherein only manosubstituted
benzene rings were present.,_ These can be prepared in
large number and shOuld not involve any shift in the
normal energy levels for the aromatic system. The sole
difference,iwthis family of kettshes lies-in:the sub-
stituents present on the ci-carbon which influence the
positions. taken by the ketone and aromatic groups.

Ph Ph

Ac Ac `Ac

298 rar. (230) 2?6 mr. (217) 295 ni 1252) -265'mp.(50)

In early computer programs'whtch-represented thiS
situation,each atom had three-coordinates (x,y,z)
and,each of these was expressed, where necessary,
as function of the-angles of rotation. A "rotation"
was merely a recalcidatiOn at tIe various angular
positions. The phenyl ring was "turned" in 150
increments throughout 1800 while the ketone group
was turned throughout 3600 in the same steps. At
each position, the eneflies of interatomic repulsion
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were calculated. For e*amOle,'the repulsion energy,
R(H-Fftibetween.Wo hydrogen atoms is a function' of
of the distance; D,sbetweenthem.

104-e
44.6D

-49.2/D
6

Such equations are invalid at very 6i1111:x4lues of D
and, when these arose, the program caused the "setting
of population value to zero And the bypassing of fur-
ther_calculations at that angular setting, All the','
repulsion energies were summed, entered into the4equ-
ation of Arrhenius, and the mole fraction term calcu-
lated. At the end of. the rotation exercise, the mole
.fraction terms Mere divided by. the total .of such terms

'sand-thus normalized to a sum of 1.0. The matrix (12x
25) of normalized mole fractions is called the'popu-
latiOn pattern for the given ketbne.

Figure 3, page 5, shows a population pattern. For
a molecule with one ketone group and one Phenyl ring,
the pattern fs a two-dimensional matrix of numbers.
(In.fig. 3,'the numbers have been representedby var-
ioussisrbols). These numbers represent the percentage
of time that the molecUle finds itself in the angular
position indicated..by the choice of abscissa and ord-
inate: After a'slipstantial number of such patterns was
prmnared; there As experimentally sought a single.
matisix which could be used to multiply, term by term,.
the moleculg matrices so as to obtain totals indica-
tive of the spectral properties of th6 molecules. This
'latter matrix was called,the intensity matrix. The
best such intensity matrix found thus far is a simple

. ,fundtion of trigonometric values.

I(Nv,19) sin2q, sin2O

Thi.s intensity matrix has theoretical relevance. It is
related to the sigma component of orbital overlap of
the ketone and benzene groups. Figure 4 shows the plot
obtained using this function.

xn our later programs, more economical presentation
was necessary because of the large number of atoms and

,,rotations. The program for 3,3- diphenyl- 2- butanone, for

a
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Figure 3
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example, gave a population pattern (12x12x25) which
was three-dimensional. Calculation of all of the
atomic coordinates in such a repetitive manner would
have involved a prohibitive amount of computation
time. Hence, atomic coordinates were replaced by
precalculated repulsion energies, presented as data
as a function of angles of rotation.

Ph

CH -CsCH
3
-C

3
Ph

interaction data matrix (size)
Ph,Ac 12x25
Ph, Ph 12x12
Me,Ac 25

,
Me Ph 12

The program for triphenylacetone required only the
first two matrices, the selection of repulsion values
being taken through 12x12x12x25 angular positions.

The final result of the preparation of population
patterns and multiplication by intensity matrix is
shown in figure 4, page 7. On the plot, two lines are
shown, both of which are'steep functions of the angles
of rotation. The upper line, on which seem to fall
points for.the more highly alkylated ketones, follows
the equation below.

6 (coli) 610 sin2 sin
2 ,^

+ 26

The lower line, the reality of which remains under
examination, seas appropriate for ketones less highly
alkylated. Change of solvent to EtOH magnifies the
difference between the two lines because of. unequal
solvent response of the ketones. Thus, this computer
survey of phenylketones suggested abandonment of the
idea of Labhart and Wagniere, a later theory, and re-
affirmation of the idea of Cookson, the earlier theory.

Olefinic ketones also should show exalted n-Tr*
transitions and, indeed, the effect has been often

. noted. The exaltations, however, are much lower than
for corresponding phenylketones. This fact, and a

. . number of structural considerations., made the under-
taking of a rotation program unattractive. Instead,
there will be presented here certain observation's

:153

1
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a.

300
h

(CA2)3

(CH )2 40

AE: (CH2)5 n (10

Met

0

-1.00

(CH2)2

H,H.

.0.2 0.4

I

diphenyl-
, cyclopent-

anone

Figure 4

Plot of Extinction
Coefficient.(C012)

/

Angle Function

For 4.dentification, the
a-substituents on phenyl
acetone are given.

0.6 0.8

sin ysin
2
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related to molecules of fixed geometry apd one''theor-
etical treatment.

1
'If the reaglts of the phenylketone program above

have led in the right.direction, the maximum value
of E of 4 ,7e-unsaturated ketones should be found
when the angles and 6 are each 90°. Dreiding models
of complex molecules VI and VII suggest angles of .

-900. The values of E are the largest thus far'seen.

8
VII

9,

301'mpL(220) 297 46(234)

If the extinction-coefficients of these ketones con-
tinue to remain the largest found, the it can be con-
cluded that 41;Y-unsaturated ketonesOlave values of
G.a.b900 1/4 those of corresponding ,0k-phenylketones.

If the sin
2
4isin.19 relationship is accurate, the

three ketones below should have the same2extin2tion
coefficients and these should be 220 sin 60sin 60 or
124.

296 mf6(122)1°

120° 6Q°

300 mt6(98)4

60° 240°

CH2

$93 me, ( ca 66)11

60° 60°

Thip predidtion is seen to be true only, in the first

11;

A
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approximation and. one must ask.the question as to
whether or not the relationship does not predict
values too large at small values of qv, the angle

.

of rotation of the ketone group. Perhaps the answer
is affirmative,, for comparison of III and V shows
the same effect. Unfortunately, the last compound.
shown (600,600),:very sensitive and easily.rearranged
endo, has not yet been'obtained completely homogeneous
TKW-possible failure.of the relationship at such small
values of may indeed bear bn the previous problem,
the existence of tWo lines in figure 4. Certainly-for
triphenylatetone it can be correctly said that the
oxygen of the ketone group must lie near at least
one phenyl ring. In dialkylated phenylacetones, how-
ever, population patterns showed that the oxygen
atom 'was more likely to be tipped away from the 'phenyl
ring. Hence the existence of two lines in .figure,4
may reflect such a difference. Just one more,compar-
'soh is shown below.

Ph

:41- 600

305 my., (301)

Ph

Ph
CH3

120°.

.. 284 mp.(464)

0

This comparison is tar-from an ideal one, being made
complicated by structural uncertainties and solvent
differences. Unce again, however, the ketone having
the-greater angle y has the higher extinction coef-
ficient.

Olefinic ketones of fixed geometry have data, in
summary, which suggest the need for minor revision
of the function IOY,O). The modification may need
decreased values when yis less than 900.

The quantum mechanical development'of a.theory to
match this circumstance has not yet been set forth.
Outs quantum mechanical treatment, which followed the
idea of Labhart and Wagniere, is set forth here for
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the first 'tiMe. It is readily seen that predicted
, spectral values are not in accord with observations.

Predicted Spectral Properttes of

angles

a 467.-Unsaturated.Ketone

CT band ketone band

0 0 216 41 283 0
15 15 212 108 291 18
30 30 211 256 290 68
45 45 212 375 284 74
60 60 21383 281 102

75 75 215 2186 282 128

.90 '90 217 3112 285 77
105 105 216 2983 286 27
120 120 213 1795 284 6

Intensities for the CT band are 10 5f and those for

the ketone .band are 106f.
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Data Acquisition and Equipment Control in Microwave
Spectroscopy Using a Dedicated Digital Computer

M. D. Harmony, D. K. Hendricksen, P. M. Fast, and D. L. Nordlund
Department of Chemistry, Ilpiversity_of Kansas

Lawrence, Kansas 66044

Abstract. The University of <ansas is developing, under a
National Sdience Foundation grant, an.automatic data acquisition
and equipment control system for experiments in microwave spectro-:

scopy. The heart of the system is a small'general purpose digital

computer. Programs have been written at the University which

enable this .computer to operate a microwave spectrometer automat-

ically. Signal averaging and smoothing techniques are used to '

enhance weak signals. The system is currently Used to study the
spectra from naturally occurring isotopic species of small mole- .
cules; proposed studies include structure and energetics of free-
radical species with millisecond life times, generated by a'pulsed

UV flash or electrical digcharge.

The research program in microwave spectroscopy at the
University of Kansas is varied and includes the usual molecular
structure and dipole moment determinations, measurements of
quadrupole coupling constants and barriers to internal motions,
and also the study of radicals and other unstable species. The

microwave spectrometer is of standard design, with a phase-locked
Gertsch system which controls the kiystron during computer-

assisted operation.

Under a grant from the National Science Foundation. two
Hewlett-Packard 2116B general-purpose digital computers and ,
associated equipment were purchased in 1969, one for the microwave
spectroscopy laboratory, the other for the high temperature labo-
ratory, in the Department of Chemistry at the University.of Kansas.

This paper describes the data acquj.sition and equipment
control system in the microwave spectroscopy laboratory and its
present and proposed uses in determining the structure and ener-
getics of various molecules. Presented elsewhere in this confer-
ence are papers which report work Performed in the high temperature
laboratory on computer control of a quadrupole mass spectrometer

(1) and a high temperature magnetic mass spectrometer (2).
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Figure 1 is a block diagram of the data acquisition and
equipment control system presently used in the microwave spectro-
scopy laboratory. At the heart of the system is a Hewlett-Packard
2116B general-purpose digital computer. This is a small, but fast,
stored-program computer, used for real-time, on-line interaction
with the experiments in the laboratory. It has a memory cycle
time of 1.6 microseconds, 8,192 16-bit words of core memory, and

, 16 input/output channels in a priority interrupt structure, through
which all communication with external devices is accomplished.,

Variou peripheral devices are connected to the computer to
enable it to carry out the operations associated with five aspects
of laborkory automation: clefts acquisition, equipment control,

operator interaction, information storage and retrieval, and data
processing.

Three devices.are used for data acquisition. A high7speed
analog -to- digital. converter preceded by a data.amplifier is used
to acquirethe customary lockin detector output voltage from the
microwave spectrometer. A frequency counter is used in determining
the microwave frequency, and a time base generator provides periodic
signals to the computer for various timing operations.

The principal control function is provided by a pulsed stepper
motor which is driven-by digital signals from the computer and
Which coptrols,the microwave frequency scan.

Op'erator interaction is provided by a teletype, an oscillo-
scope, and a paper tape reader. The operator initiates an experi-
ment by loading the required programs into the computer memory
from magnetic tape or paper tape and providing initialization
parameters.fromthe teletype. He may later request a change in
procedure or enter new parameters by setting appropriate console.
switches. Parameters may be entered through the paper tape reader
or teletype. .

Data are pfesented to the operator either in printed form
on the teletype or in graphic form on the oscilloscope or strip
chart recorded,.

The system has three methods for storing information in a
retrievable fashion: directly in computer memory, on the magnetic
tape, or via dataphone to another computer system. This may be
either the other HP 2116B located in the high temperature chem-
istry laboratory or the central Honeywell 635 computer.



C14

3-19

UNIVERSITY OF KANSAS

DEPARTMENT OF CHEMISTRY

MICROWAVE SPECTROSCOPY LABORATORY

DATA ACQUISITION AND EQUIPMENT CONTROL SYSTEM

ACQUISITION

MICROW/NE INTENSITY

HP 2310C

A/D CONVERTER

HP 12544A

DIGITAL

INTERFACE

1128WLAMLREMILISL

HP20f011

MAGNET IC

TAPE

-T-

g 635
COMPUTER

HP20613'

COMPUTER

BELL 20IA DATA SET

SY.STRON-DONNER

FREQUENCY

COUNTER

HP125.3A

TIME BASE

GENERATOR

HP zris B

GENERAL

PURPOSE

DIGITAL.

COMPUTER

HP2737A

PAPER TAPE

WADER

HP2754A

TELEPRINTER

HPI2554A

DIGITAL

INTERFACE

.

HAYDON I032502

STEPPER MOTOR

HPI2555A

DUAL DA

CONVERTER

STRIP CHART

RECORDER

,TEKTRONIX 502A,

OSCILLOSCOPE



3-20 .

Data processing includes error, checking, converting, scaling,-

smoothing,,averaging,' and other data reducing operations. This

processing can be performed during an experiment ("real-time") or

subsequently from stored data; it can be performed on theldcal

computer ( "on- line "') or on a remote computer. Timing-considerations

and memory limitations require that very little processing of data

be done in the real-time, on-line mode. :Lack of floating-point
hardware.and high-speed peripheral devices on the local computer
requires that any large-scale processing of experiMintal results

be done on the remote central computer.

Input/output operations are carried out via a hardware '
priority interrupt system, which allowi computer processing and
various input/output operations to be performed simultaneously.
Thus, the computer can overlap acquisition, control, display,
storage, and processing to obtain maximum speed and efficiency.

Three general types of computer programs are required for
these operations: system, communications and applications. System

programs translate, modify and load other programs,, provide util-

ity functions, and perform hardware tests. Communications pro-

grams provide transfer of information between the computer and

its peripheral devices, and applications programs are those which

direct the 'computer during an experiment.

One of our first goals for the computerized operation has

been weak signal enhancement. We now have the hardware- software

configuration which permits spectral searches to be made over
narrow-band frequency regions entirely under control of the data

acquisition and equipment control system.

Currently, signal averaging is performeein a stabilized
mode using a phase-locked Gertsch system, which permits ease and
accuracy in microwave frequency variation. Figure II is a block

diagram of the spectrometer- computer system. With the stepping

motor, the microwave frequency is varied stepwise through a range

of 5-10 MHz. At each step, a selectible number of voltage readings
at selectible time intervals are taken.' The average of these

readings and the reading of the counter monitoring the Gertsch

FM-6 are stored in memory. Each sweep through the spectral region

subsequent to the:first is displayed on the oscilloscope simulta-
neouslyiwith the current average of all sweeps. If an individual

run is unacceptable for any reason, the operator may reject that

sweep during or after the run.

f
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The software used to accomplish signal averaging gives the
operator flexibility and control before, during, and after a run.
Initialization parameters include the frequency step size, the
number of readings at each point, the time interval between
readings, and the counter time base. During a run, the program
checks the position of switches,on the computer, which allows
control during execution of the program.

With this procedure, we are getting two types of averaging...,

The first of these is short term and occurs at each step where
we take repeated voltage.readings: and store only the average.
The eliminates relatively high frequency noise. The second method
is long term averagirig which occurs from repetitive scans over
the entire frequency band. This eliminates low frequency noise..
We also use a third technique, digital smoothing., fOr increasing--,
signal-to-noise ratio. This is a least squares procedure which
must be used with some cautionbecause it will smooth anything ,

present. Thus a noise spike may appear to be a good, absorption
line.

Figure III illustrates the effect's of, these types cifayerpging-.,

Part (d) is one sweep through a line, one reading per point. Part

(c) is 1 sweep through the line, ten readings per pOi!pt Part (b)
is 4 sweeps through the line, ten readings pee, point. Part is

4sweeps through the line, ten.readingaper point, smoothed. All .

other parameters were, kept constant., This absorption peak 1"s the-

ground state J = J = :2:transition for carbonyl sulfide
018c12s34 in. natural abundance. The result fn-,(4. could'be im--:

proved further.wit increased averaging' but it serV,es, to illustrate

the pr.ocedures.

, The usefulneS6.of.these enhancemenfbeOhniq4es (wiCh
senSiii;pitsy. gains 0i,'5710) i6 crear%'.They'permit the observation

of weak absorption signals which haVe beOn undetec ble previously.
Abe method fincl8:14s, greAtest use in locating 'kinds f ibw-ah:un0

ance.isittppig specieS'inheirnatural-abundanees.
- ,

The firtt olecule" we are studying,inthis way is cyt,lopr/Opyl-
aminL. We are'searching,for. th'e c3:3 isotOPiePecies in order to

"

de termihe A. more accurate ring -structure.

.

Our developments up, tp.therpresent have been relatively s'imple

and stfaight-forward.% We be lieVe thatlii.th the bakic.System now
oporating,' 'it possible ta. deyise new experimentg not previously

t
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Far exaMple,,with*appropriate software developments it should
be possible to carry out search and analysis routines for certain
spectral features in a-real- or nearly real-time sense. This
procedure might be carried out as follows. Assume we were interested'
in locating triplets having 1:5:3 relative intensities. A sweep
would be initiated and would be permitted to continue until any
absorption feature were detected. An absorption feature would be
defined s'any signal having a signal-to-noise (S/N) ratio greater
than some predetermined value. This signal would be saved and the
sweep mode terminated temporarily. The computer-stored signal
would then be processed.to determine the number of maxima and their
relative intensities. Note that some type of frequency width
specification for the triplet spacing would need to be made also.
If the observed feature conformed within predetermined limits to
the desired 1:5e3 multipletit would be stored for further analysis;
otherwise it would be discarded and the,tweep mode resumed. Storage
of good data could be' accomplished on the local magnetic tape Or
by transfer via the dataphone to the GE-635 system. The latter
mode would be most appropriate if large scale ProcesAng were needed,
or if a nearly real-time analysis were desired.

Another major aim is further delielopment of the data acquisition
and 'equipment control system to make possible detection of the micro-
wave:tpectra Of unstable molecules (or free radicals). The goal

'here is to study the structure and energetics of species having
lifetimes asishort as 1 millisecond, and to elucidate theft kinetic
behavior.

The method to be developed involves the production of high
radical concentrations by a pulsed UV flash or electrical dis-
charge, followed by rapid measurements (at rates of up to ca. 30
KHz), of signal intensity as a function of frequency for short
periods of time (1 millisecond to 1 second typically). The entire
experiment will be carried out under control of the computer. All
of the signal enhancement methods mentioned earlier will be utilized.

Other experiments which utilize the rapid measurement technique
will be investigated also. These include a broad class known as
relaxation phenomena. For example, the time dependence of absorption
signals during the on-off square wave modulation period (modulation
frequency is 100-5000 Hz) provides information about the transfer
of rotational energy betwell4rotationally excite' molecules and
other (min-excited) molecurES.

In these rapid!measurement 'experiments the principle design
problems lie in the timing requirements for the discharge or flash

p
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pulse and the subsequent measuring cycle; and also in the handling
of the large volume of data which will be generated. Our system
has the capabilities for data inputs up to a rate approaching 30
KBz (limited by A-D converter) but, of course: the limited' core .'

memory prohibits such a rate for long periods of time.. The pro-

cedure will be to take data in short bursts and to dump onto
magnetic tape files for processing off -line' at a later time.

Acknowledgement. The authors are pleased to acknowledge the
support of the National Science Foundation under its grant number
GJ-332 which provided the computer, the associated data acquisition
devices, and,the personnel ft:a' hardware and software development,
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AN ON-LINE, TIME-SHARED COMPUTER SYSEN FOR
MOLECULAR STRUCTURE AND DYNAMICS*

John F. ,Cbtnelius and Kent R. Wilsont

to

Department of Chemistry, University of California, San Diego
La Jolla, California 92037 .

I. INTRODUCTInN

We will, try, iri this brief paper, to present those high-
lights of'our two and one-Valf years experience in using an
on-line computer, time-shared among several users; which .we
hope will be useful to other chemists who have set.up or are
planning to Set up similar systems. First we. will describe
the types of uses in which we're involVed, to orient you as
chemists. Second we'll describe our IBM 1800 based system,
its hardware and software, of course, but more important the'.
philosophy and approach which have made this an extraordin-
arily successful venture. Last we'll describe the sbrt of
ideal system we'd shoot for if we were making our plans today,
instead of in 1968.

. II. CHEMICAL USES

As in any chemistry department, we have a range of faculty
interest in computers, from those who find them indispensible
to those who find them useless. Four faculty members who felt
their research strongly demanded on-line capability, both to
run their experiments and to allow "hands-on" types of modelling
and data analysis, joined together to write the proposals for ,

the grants which support the. system; first to NSF for a Depart-
mental Equipment Grant, and then to NIH for- operating and ex-
pansion funds. Sevetal types of experiments now run or will
run simultaneously ob,the system (see Pig. 1).

Jim Arnold runs .a multiparameter particle detection system
for cOsmochetilical studies.

Murray Goodman, Who has just joined the department, plans
to interface two Cary spectrometers, one for circular dichroism,
measurements, through a minicomputer to the IM! 1800.to facili-
tate his studies of the stereochemis'c-y of polymers, biopolymers,
and their model compounds.

Joe'Kraut and Nguy'en Xuong use the system for X-ray crystal-
lographic determinations of the structure and function of pro-
teins. The Y-rd'y diffraction data is gathered in two ways, first
through a diffractometer interfaced to a dedicated PDP-8,.which
in turn is interfaced to tbe 1RM 1800). and sec9d through a
camera and an automatic scanning film digitizer which is dir-
ectly interfaced to the 1800.

e 4' i
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Bob Vold is finishing the hardware to interfiCe his pulsed
NMP spectrometer which he is usihg'io study liquid cryst'als,

protein-substrate interactions, and protein denaturation.

Kent Wilson runs his photofragthent spectrometer
2

through

the 1800 and collects and analyzes several million bits of in-
formation per day in studies of dissociative molecular states

and of air pollution: In addition, he uses the computer systeM

for on-line gdneration of computer animated' films.

Nguyen Xuong is using the directly interfaced film scanner
for human chromosome analysis, as well as for X-ray-diffraction

studies.

In addition, the above research groups and many others in
the Chemistry Department use the system extensively for inter-
active.data analysis, model testing, and course-grading.

III; 'PRESENT SYSTEM

'A. Hardware

The system we use, based on,an IBM 1800, is shown in Fig. 1.
At present we have 32K of 2 usec core, 30 million bytes of

mediUm speed disk& magnetic tape, two typewriters, card reader
and punbh, line printer, incremental plotter, several storage
CRT's, a mouse, various high and low speed digital inpUts and
outputs, DAC's, ADC's, and interfaces to film scanner, TV

camera and experiments,. The purchase cost of the system would

be approximately a thi.rd of a million dollars, butby buying

various subsections as they became available from other compu-
ters (using. purchase credits built up..from rentals paid on

other U.C. computers), by trading interfacing for equipment

With manufacturers, and by purchasing used equipment, we've
assembled the system for, considerably less.

B. §4.ftware

The system runs under MPX, a multiprogramming executive.

Various users have different partitions in core. Most data

collection and all data.anipulation and storage is by Fortran

routines bitought in from disk. Core swapping requires less

than a second, in most cases, and this is sufficiently fast for

Virtually all applications. With swapping we can reserve a

large background partition for intermediate or final data pro-

cessing..

C. Philosophy

Our general reason for setting up the SysterCis that each

of us can afford more powerful and convenient computer usage

by banding together irl a time-shared system than we could if we

each tried to set up our own separate computer. We feel that

demand for usage should flow from below, from the potential

users. You can lead a potential user to a computer, but you

,ri10(3
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can't make him use it. A sizable fraction of any group of
chemists will find on-line computers useful, but it's only
asking for frustration-to try to bring everyone into it.
Therefore, although we make the computer available to all, we
find that only a third of-the-research groups in the depart-
ment use it.

We.would rather have an old-fashioned system which works
than a futuris.tic one which doesn't. (This doesn't mean we'd
buy an 1800 system today -- see the next section.)^ Within
six weeks of delivery we were running data programs and within
three-months we were time-sharing three experiments. 'We've
learned, particularly in software, to buy realities, not
,promises.

The economics of a system needs to be tuned for most ef-
ficient usage. Anyone can write a program which will tie up
a computer almost forever.. The hourly charges to users need
to be high enough so that everyone thinks about efficiency,
but not high enough so that the machine stands idle. Our
present rafes are 56 per hour. The costs of interfacing new
on-line experiments are largely borne by the individual re-
search groups, again to encourage each group to think care-
fully about the-financial realities of their usage. *,

Staffing is probably the most important decision to be
made. One great software or hardware man is worth a half-
-dozen mediocre ones. A :syitem this size shouldn't be run
by a staff operator, but should be open 24 hours a day for
operation by the users themselves. They then form a groups
which quickly educates newcomers. Our system rarely crashes,
even with dozens of users.'"'

We've made two serious errors, which still are with us.
The first is in having only one permanent staff member. The
load is just too great; he can't get away for vacations because
so many groups depend on him. The second mistake, and one to
which we see no'good answer, is that we must write grant pro-
posals several years in advance. The computer .equipment we'll
buy three years from now is probably only'a dream in a designer's
head. thus it's very difficult to justify equipment money in
advance, and we are chronically short ofit.

IV. IDEAL SYSTEM

The ideal system we'd shoot for, if wt. were starting in
1971, is shown in Fig. 2. There is nothing original in this
concept, hut we'd like to add-our weight in what we feel is the
right direction.

4
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Two things have changed since 1968. First, minicompu-

ters have dropped drastically in price, and it's clear that
henceforth almost all new laboratory instruments,will come
with interface, if not mini, attached. Second, computer cen-

ters are becoming more willing, in part because newer com-
puters make it easier, to allow outside computers to tie in.
Therefore, we'd try to set up a 4ouble or triple layer 'system,
with many minis in the laboratories, .perhaps an intermediate
processorin the middle, and finallya.large computer for
number crunching and massive storage at top.

The laboittory end would utilize very small mini compu-
ters; with ADC's, DAC's, pulse counters, and other gadgets
for digitizing data and controlling experiments. The mini

would buffer data between the expqriment and. the main compu-

ter. The terminal devices could be anything with a keyboard
and some fcrm of output. Programming of the main computer

could be done through the laboratory terminal but more usually
would be by remote terminals outside of the laboratory area.
The mini computer would interpret instructions sent by the
main computer to obtain sequence of operations, number of iter-
ations, output values to the instrument, efc.

The high speed laboratory communications port could be a
small or medium computer with its own disk storage and a very

i.
limited computational capability. Thq primary purpose_of this
computer would be to generate short, fast jobs and act as'
scheduler and message concentrator for the main coiii uter.

The main computer would be a central data proc1ssing

facility for a campus or large laboratory. It would probably
have multiprogramming capability with a small partition as-

signed to the laboratory computer'system. A high level lan-

guage would be interfaced to the laboratory communications

port. Facilities for generating interpreter strings for the

mini would be available. .

The sequence of operations would he something like this:

i) The researcher sits down at a terminal and makes con-
nection with the regular time-sharing system running
from the central computer. He proceeds to write a program

. to treat his data. At.the. point in the program where data

is required, he performs an output operation referencing
a string of interpreter instructions. This output oper-

ation is followed by an input operation referencing
the variables he expects to get. Subsequent input oper-

ations are controlled by the last interpreter string out-

put. When he completes the program he saves it in the '

permanent library of the main computer.

ii) When the experimenter is ready to run, the experi-
menter calls up the program he has written in step i).
The interpreter string is transferred to the mini. When

the read operation occurs, the communications probpssor
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causes workspace to he saved and the mini commences
execution of the interpreter string. The data is
colledted by the mini and sent to the communications
processor. The data and control information is saved
on the communications processor's.disk in a queue of
jobs to be run by the main computer. When the com-
munications unit gets to that position in the queue
it calls for the saved workspace and passes the data to
it. The information is then operated on and any feedback
required is sent to the mini. If necessary, a new in-
terpreter string is sent to the mini to change the
character of the experiment. If data is to be saved on
a file, the main computer does so. The workspace is
then freed for another job until more data is available.

iii) After all the data is collected, the researcher goes

back to his office and sits down at a terminal. He may
now perform any data analysis he wishes. Meanwhile,
someone else can be using the laboratory instrument,

with the same or different programs in the mini. If

moreimmediate data analysis is required, it can.he per-
formed simultaneously with the running of the experi-
ment, and'displayed in the laboratory.

The beauty of this scheme is the systems 'responsibility.
There is one central responsible agency; at a college or
university probably the campus computer center. 'Problems

such as data management and general analysis, programs need
to be solved only once. Laboratory programs would be port-
able from laboratory to laboratory. The additional invest-
ment by any one laboratory,. once the system was implemented,
would be under M.0,000, yet direct access would be provided to
the power of a large computer.

No systems programming need be done by the researcher.
At the very worst he might hire a student' programmer to do
some of the more annoying work. In addition, a single labor-
atory mini computer might initially serve several laboratories.
The computing center would hire one or two interface consul-
tants and they could provide valuable direction, if not actual
hardware,'to the researcher at the outset.

Clearly one needs a computer center that is sensitive to
the needs of the chemist. With the present financial state of
most centers, perhaps they will.be more willing to tap a rapidly

expanding need than they have been in the past.

The initial j.nvestment reauired to set up a system serviig
all the laboratory sciences depends on the fatuities available
at the specific computer center. If there is already a time-
-sharing system, it should be less than f2S0,000. This cost is
very reasonable, and could he recouped, if necessary, by user
charges.

a 1-^1
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We'thank NSF and.NIH for making it all possible.
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1. The existing laboratory automation system consists
of an IBM 1801, four IBM 2311 disk files, a
Kennedy MTS-10/1800 magnetic tape, a Holly line
printer, three Tektionix 611 storage displays, an
IBM 1442 card reader-punch, and two IBM'1816
selectric typewriters. The PDP-8 has an ASR'35
as IO.

FIG. 2. Our "ideal" laboratory automation system consists
of a time-shared catral computer, for example
a PDP-10, about.100 megabytes of disk storage for
remote use and a smaller drum storage for system
use. The laboratory communications computer would
be a PDP-11, IBM 1130 or J800, or any computer of
that general size. Disk storage would probably be
about 1 megabyte. The lab computers would -be
eight or 16 hit mini computprs with about 4K or
less storage.

4.1 .)
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Application of the Monte Carlo Method to First-Order
Rate Equations

John J. Manock and David L. Hooper, Chemistry:Departmer
Western', Carolina University, CulldvMe; N. 2$723

i

, .

. There have been. several articles wrtwritten .W6161- have
illustrated the application of the MonteCarlo method to
the area of chemical,kinetiCS
applicable to any system which CarC,be treated statis='
tically as a sequence,of'p'urely random events and is
particularly useful for systems, which,dolnot Meld; ari
integrated (31uto,:from the. closed' ana-lytdal,fOrt or,
where the physical problem is loss in the compiexity.:,
of the mathematical'solutibn: It 41sb eliminates.
the necessity for a steady- -state- approximation. which '
can result in erroneous reSultsj3,51..

A general computer,program, written-inFortran
-Level F; has been developed which .usethe Monte Carib
method to'simulate the course for any first -order -reac-L.
tion: reversible,consecutive, and /or Parallel. This
program is ideal for student use with either a.ferlItinal
or an on-lime printer. The student, is required to
supply only relative rate constants and' initial ..toncen-
tratOns) and .he can instantly observe 'reversible,-
secutive, and' parallel reactions* any combination.'of
these. The flow khart for the program is. showki-inPiigure
1. As in'the case of the following general rea'ctiori

A1:14--7----.0
It

4.-7-6D, ETC.. -*.
-

the non-zero rate constants, R(L,M); and the iratiai%
mole fradtion concentrations of A," B, C, etc. are.pro..;
vided by the investigator..." A matrix is developed with
number-1 for molecUle A, number 2, for :molecule B,
These- numbers are placed in the matrix an the ratio of.
the mole fractions,., The largest common'citvider among
the rate constants is deterMined and is designated as.:
TN in FigUre 1. This value is chosen as the incremental
test factor. Each specific non-zero rate constant is.'
then tested'in succession relative to the variable, SN
and if a specific rate constant is larger than 'or-equal
to this variable, that molecule can react: RandoMly a-
moledule is chosen from-the_storage matrix and tested
to see if it is the molecule desired. If it is the
desired reactant, a fruitful event has occured and ,this
molecule is replaced by the corresponding product.

1-1
.4.* t)



t.

3-36

FILL STORAGE
MATRIX WITH

L.2, S. 3 ,
I

INITIAL VALUES
CONC S. TINE. ETC.

READ RATE
CONSTANTS R(..1,0

STORE NON-ZERO
RATE CONSTANTS. Ri

1FIND
COMMON

,DENOMINATOR TN

S =

IS Ste;( Ri
NO YES

ICALL.RANDU(K)ISN = TN

MOLM
YES

cE".4UAPD4A,Tl_HMOLIM = 14.

NO

IS S(J) R
YiSt

.,;r1ME = TIME 4.
Cb.UNT = COUNT +1

IS COUNT = MaFr-1
,

'WRITE, A . D.C:.TIME
Lic01,IT= 01

1. NO11S TIME = 50001-
TESL

ISIbrd

, . I

F'igur'e 1. Flow chart :for the Monte Carlo
Frog'ram: :

If the randomly'cho'sen molecule 'is not the molecule de-
sired, no frtiitfu:1-etrent occurs and the ,next rate .con=:,
stant is considered,-'in.enali-nOn,zero:rateconstants
have beenested, i...incremented by TNand'the' pro-
cedureris i'epeated: When SN becomes larger than the
maxiMud nate cohStant, an element of tIme in noted SN
is 1nitialied to 'TN, andIle process is repeated. At
given increments ttime; .relatiye.cancentrations of A,
B,-C, etc; are :tabulated. The rdaction is continued'
until 95%completiOn hae'occured or until equilibrium, is
established. At this point the concentration8 t the
compogents asfurict,ions of time: ace plotted on an on-
line printer. , The:pi-ogram, including the, plot subrou-

requir:es,5ox andltakesapproximately five. minutes

,

4

1/'
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to eXecute,on an IBM 360, Model 30,computer. By re-
moving the plot subroutine and reducing the size of the
storage matrix,this program can be readily adapted to
smaller computers...,

To illustrate this,pgram with a specific example;
consider the following consecutive reaction

A 10) B .2.0)c

where the initial mole fraction of A is 1.0, R(1,2) ='1.0,.
and R(2,3) = 2.0. The common divider, TN, is'1.0. 'SN

is initially set equal to this value. In the firSt cycle
the-rate constants R(1,2) and R(2,3)'are tested and the
value for SN is increased to 2.0. For the second cycle
only R(2,3) is tested, thus, requiring that the molecules-
A and B be considered inthe ratio of one to two. Upon'
testing R(1,2), if the randomly chosen friolecule is I .

then a fruitful event has occured and the storage area
is replaced with the number 2, and likewise when.testing
the rate equation R(2,3), if the randomly chosen _molecule
is the number 2 then the storage.area for this molecule
is replaced with the number 3. This process,i0Wcontinued
until the reaction shows completion. As shown in Figure
2, results from this program agree within 1% of the in-
tegrated values. This precision can be increased by ex-
panding the relative sample size, however, the time re-
quired for execution increases proportionally.

This program provides a method for readily evaluatim
proposed mechanisms of first-order and pseudo-first-order
reactions by comparing empirical data with-calculated
values. A proposed mechanism can often-be'accepted or'
rejected by visual inspection. In addition, this pro-
gram can be used as a method for finding' relative rate
constants for a complex system by comparing experimental
values with calculated values and changing the relative
rate constants by a corrective iteration process. The
program is currently being applied to problems of this
type in photochemical reactions. ,

The authors would like to express their appreciation
to the WCU Computer Center-for assistance with this
project and the-North Carolina Academy off' Science for
financial support.
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4

Figure 2. Comparison. of integrated values
( ) and ,resifts obtained from the Monte
Carlo method o ).
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Series Integration of Consecutive Rate Equations

Howard J. Butcher
+
.and Norman C. Peterson

ABSTRACT

The integrated rate laws for two complex reaction schemes are

developed in terms.of converging series allowing.calculation to any
desired accuracy. The rate laws do not require tabulated functions

for computaPion. The schemes are:

and

B + C

kr
D'

k
2

.

D E

kl
B + C ---=7 D

k.
2D E

Examples of intermed* to concentration [D] vs. time curves evaluated using

a computer are ill trated graphically.

.19%.° .66

Taken in'part from the Thesis of H.J. Butcher,submitted in partial
fulfillment of the requirements for the degree of Doctor of Philosophy

in Chemistry to the Polytechnic Institute of Brooklyn, 1966. Wo4k sup-

porteg. in part by a National Institutes of Health Predoctoral Fellowship'
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Solutions to the differential equations arising from complex,
coupled rate equations have been regarded as generally too ditfizult
for exact solutions. In the era'before computers were widely avail-
able much experimental information was lost by,resorting to steady
state or other approximate solutions in treating experimental data.
4ong the many areas stimulated by the increased availability of high
speed electronic digital computers, is the non-steady-state intergra-
tion of rate equations by numerical methods. Fairly complex kinetic
schemes can now be solved by numerical integration algorithms., such as
-the fourth order Runge-Kutta procedure (4) or predictor-corrector
algorithms(5).

Although these are generally useful techniques, questions of
accuracy and computation time can arise. In particular, numerical solu-
tions such as these can be in error or even unstable if the integ-
ration step size and round off errors are not carefully optimized, and
these numerical techniques must be carefully checked against accurate
solutions to insure confidence in the results. It is necessary to have
exact solutions available in analytical form to check the accuracy of
the numerical methods. Integrated rate equations for many of the
simpler rate equations of kinetics are known'in terms of elementary
functions. solutions for several mechanistic schemes have been ob-
tained in terms of tabulated functions

1/4
(6-9)"but often such solutions

are not readily translatable into a computer program.

In this paper we advocate the use of solutions-in terms of infinite
.t series, which are readily programmed for chine computation. Because

they are exact solutions they are^not sub ect to numerical instab-
ilities. Series solutions are therefore more accurate than solutions
obtained by numerical integration. Finally, series solutions are
generally more directly obtainable than solutions-un terms of special
functions. Few examples are found in the literature of integrated 4
rate laws of any type. It is hoped that examples of this procedure
'.will help to reacquaint chemical kineticists with some classical
tools for solving differential equations. The examples presented
here are rapidly Convergent to high accuracy. These were developed for
use in a non-linear estimation program for estimating rate constants
And testing mechanisms, a procedure which would hive been impractical
without the accuracy and speed of a digital computer.

A series solution arising from the irreversible, mixed second order
first order sequence is given below. It is shown how to compute the
concentration of species to any predetermined accuracy.

The mechanism is:

B C D

k
2

D

1
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The rate equations are:

-dB '-dC
= = k BC

dt dt 1

dD

dt '=
k1BC-k2D

dE

dt k2D
ti

Taking Bo and Co as the initial values of B and C, the instantaneous
concentrations of the reactants, equation (1) is easily integrated to
give the well-known result:

1

Bo-Co
COB

In Tod = kit

After 'making the substitution:

G = Bo - Co

(4)

and noting the stoichiometric requirement that B-C = Bo-Co, solving
for B and C gOes:

and

B
GBo

Bo-Ca exp[-Gkit]

C = B(Go /Bo) exp (-Gk
1
t).

The tine" rate of change of ehe intermediate concentration, D, is given
by equation (2) or

/` G
2
(Co/Bo) exp ( -Gk1t)

. dD 1.+ lciD
dt [1-(Co/B0- eicp (-Gkit)]2 (2a)

Now let-Z = (Co /Bo) exp (-Gkit) and let A = k2/01(1). The differential

7equation (2a), can then be transformed to:

dD -G

dZ 2 1 :7152

. (.."1ti

90-



, .

-42

This equation has the integrating factor Z.

or

Z-g 512
dZ Z-4-1 -G

ZJA (1-z)2

d(Z4D) -G dZ

Tgo7i7
,)

'Formally integrating betWeen limits LW), Z=Co/Bo =Zo at tom; gives:
fZ dZ

D = -GZ44 Zo

Zµ(1 -Z)2

Define the functign R *(Z) by

R(Z) =
j dZ

Zµ(1 -Z)2

To Aid in evaluating the integral, it is useful to apply the binomial
expansion

=
(1-Z)-

2 = E (j+1)Zi

j=o

This series is convergent for
2

< 1.

Now it can be assumed without loss of generality that Bp>.&) and
>0 because of the symmetry of the equat4ons with respect to interchange
of B and C. Thus, it is evident that ZL< 1 for all t. The series is

therefore uniformly convergent. After being expanded, R(Z) becomes

t =
R(Z) = E (j41)Z3 -4dZ

j =o

This series is readily integrated term by to . Thus (10) if /2 # J,

R(Z) = Zg E jZi
1

-g

and

D = 'GZg [R(io) - R(Z)1 (5)

, The concentration of product El ls obtained by difference
E = Cc,-C-D+Eo. To examine the convergence of R(Z), the JJ.Ifinite series
can be approximated by a finite partial sum with a pre-assigned accuracy.
The truncation error, the difference between trte ITJA)partial sum and the
infinite sum, can be assigned,an upper limie(11)by considering the discrete
summation variable as a continuous one, so that

(..
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611 .)11 j-u j

ocn

where
n

is.the magnitude of the truncation error in R (Z)/Z.

The denominator can be replaced by (1-A/n) preserving the inequality
since in is a small positive number less than 1 for j sufficiently large,
i.e. n>j. Thus an upper limit on the truncation error is given by:

Z3dj Zn
Ln < n (1-4/n)I

(1-A/n)11nZI

(n> A)

For example, when Z=0.5, u=0.90909..... the series was evaluated until the
`nth term was less than 10.6 of the nth part4a1 sum. This reqgi4ed 22 terms
and led to a. truncation error as calculated above, of <in where the
sum itself is 6.29286. As the time increases Z becomes smaller, and fewer
terms are needed to obtain an accurate value of the sum.

For integer u the integral can be expressed exactly in closed, form (12).
Let

d Z
R (Z) -
4 Z

g
(1-Z)

2

When A = 1,

111(Z)-41/(1-Z) - In [(1.:Z)/Z] (6)

Fotp>4, the recursion formula (7) can be used to reduce the integral (9)
to one in terms of R1(Z), i.e. equation (6).

-1

R (Z) - R
m-1

(Z)
m

(m-1)Z
m-1

(1-Z M-1

(7)

The integrated rate equation has been programed as a Fortran subroutine
for use with a program for nonlinear estimation by non'-linear least
squares curve-fitting.'(13)

When the ratio of initial concentrations Co/Bo is small the solution
.for D should reduce to the same form as that for the intermediate in the-
irreversible ft/3'dt order-first order sequence. This is .evident as follows:

suppose Co /Bo <<I, then G Bo and A K2/(Boki). Only the first term
of the infinite series is needed because of the rapid convergence. After

substituting in equation (5) and simplifying,'one

k
1
BoCo

[exp (-k2t) -, exp (-Bok
1
0],..D

Bok1 -k2

which is_the required limiting form.

Calculated curves of the intermediate concentration vs. time are

shown in Fig. 1 .in which the rate constant ki is varied near 1.0. The

curve C corresponds to the casein which the closed form solution applies.
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The second scheme is the irreversible, mixed second order, second
order sequence. A solution to the differential equations of this scheme
in terms of Legendre functions was obtained by Kelen (7). However, the
series solution presented here can be obtained exactly without need of
tabulated function, and is readily programmed for digital computation.

,

The solution of the differential equations is similar in some re-
spects to the.one developed abbve. Some of the equations are repeated
for clarity. The mechanism is:

k
1

B + C D

-k
2

2D E

The rate equations are:

-dB -dC
= -k1BC

dt, dt

d.D
= k

1
-BC-k

2
D2

dt

( § )

(9)

dE
=

dt
k
2
D
2
/2 (12)'

Taking Bo and Co as the initial values of B and C, the instantaneous
concentrations of the reactants, equation (10) is first integrated to

give the previous result:

''. Bo-Co
in

tio

Bod ,

k
1
t

Again making the substitution:

,G= Bo -Co

4

(4)

.

nand noting the stoiehiometric-requirement that B-.0 = Bo -Co, solving for
B Ax4C gives as before.

GBo
, 4

B.

,!

'and

3

'Bo-Co .exp k

C B(Co/Bo) exp (-Gkit).
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The time rate of change of the intermediate concentration, D, is given

by equation (11) or

k1G2(Co/Bo) exp (-Glcit)

dt
+ k

2

2

. [1-(Co/Bo) (lla)

Now

dD I

exp (-Gkit) 2

let.Z-= (Co/BO) exp (-Gk it) and let n = k2/1c1:: The differential equation

(11a) can then be transformed. to:

2
dD -G

dZ GZ (1.z)2 (12)

This is a Riccatti equation, and may be transformed to a second order

linear equation by the change of variable

D =
-Gi u'

r u (13)

resulting in:

Z,(1-Z)2(1:Z)
2 d2u

Z
2

+ (1-Z)
2 du

- nu = 0 (19
dZ

d

This equation can be solved directly by the method of Frpbenius. First

assume a solution of the form

r
u = Z I: a. Z (15,)

j=o1

Substituting (15) into the differential equation and equating the co-

efficient of the first term to zero resultsin the indicial equation

r = O.' One solution can then be found from the series expansion
00

111 = '7 a. Z j (15a)

j=o 3

Substituting the expression (15a).into the differential equation (10/,

and setting the coefficients of Z3 equal, to zero gives'the following '

relations among the a.:
j

Al
'ao n.

. ..(16)

.,

a
j+1

= [(2j2 +77)a.-(j-1)
2'

a
j-1

]/(j+1)
2

. (17)

The coefficient a pcan be chosen arbitrarily aqd others can be obtained
using the recursion forniulas (16) and (17).

A second order-differential equation has two lineirly independent.-
splutions, and the second solution has the form.

00

.,

::

b.,Zj .(18)

j=o
S
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By substituting ecluation (18)fOr u in the differential equation and
equating coefficients of Z3 to.zerp, it is found that b is arbitrary And
the other coefficients are related by the recursion forgulas:

bl
= rbo 2a1 (19)

i(b =(42(j+1)ai+1+4jai-2(j:1)ai_i+(2j
2-fro _0_02

j+1 bi. ) 2 (20) (

The ne concentration of D is.obtained from equation (13):

-Gk
1 dZ

Z-1111+NZ11112

D =
k
2 ul xu2

(13a)

where X is a constant of integration, a d die terms in the numerator,
are:

co
dui
Z-- = ra.j i

(21)
dZ j=o3

and
du2 dui co

dZ
= z--- lnz + 2,13jZi +

dt j

The_ integration constant x can be obtained from the initial c9ndition,
say at t=0, D=0 and Z.1)=Co/Bo. The condition that the ri 4tor in
(13a) must be zero at t=0 gives:

du
1

dZ Z=Z0

dug)dZ Z=Zo
The Concentration of product E, is obtained by difference, viz.
E = Eo + (Co-C-D)/2.

The differential equation (14) has regular.9ingularities at Z=0

and Z=1. It can be provea(14) that an expansion about Z=0 has a region

of convergence 041Z<1. Now it can be assumed without loss of generality
that Bo.cCo and G<0 because of the symmetry of the e4bations with respect

to interchange of B and*C. Thus? it is evident z<1. for all t. The

series is theiefore uniformly convergent.

tSample calculations were performed in which the infinite series
were truncated when the last term for u'2 was less than e, and it was

4
found that the number of terms required decreased with increasing values

-
of t. For example, when Co = 1.0, Bo was 2.0, k1 = k2 = 1.0 and e = 10

9

28 terms were required at,t = 0.1 and.18 terms aE t = 0.6 The concen-

traticms,Of intermediate computed were 0517271636 and 0.53396965 respectively.
'

Repeating the calculations with e ='10
-6

requiteda19 'atid 13 terms

with,concentratiOns 0.17271640 and 0.53396835. respectively.

The integrated rat equation has beep programed in Fortran

and copies of,th-d comp ter program:can.be obtained from the authors.

balcula4ed curves of the 'intermediate concentration vs. time are

shown in Figs, 2 and in which Bo and rate constant k
2
are varied.

I-
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Figure Captions

Concentration of intermediate, D, vs, time, for the mixed
second order-first-order mechanism.Co = 1, Bo = 2, k2 1.

A: k1 = 0.8; B:k1 =' 0.9; C :k1 -7-1; D :k1 = 1.25.

Concentration of intermediate-vs. time for the mixed second
order- second order. sequence Co. = 1, kl = k2 = 1 A: Bo = 2.0;

B: Bo = 3 0; C: 13o = 1.75; D: Bo = 1.25.

Concentration of intermediate vs. time as in Fig. 2 but with
Bo =
Z:

2
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Computers'In Chemical Education

by Joseph Lagowski

In the past several year there has been an accel-:

eration of interest in the use of computer-based techniques

in -;the educational process in chemistry. Initial emphasis

has been in remedial and/or drill' interactions, and re-

cently there has been an interest in mathematical model-

ing and similation techniques . In fact, there are_now

available examples of computer Methods to supplement vir-

tually every phase 'a the'classical instructional process:

3,
Presellted in this symposium are papers illustrating many

of* these points ,in, detail, as well as papers dealing with
P

4

the broader aspects of using computers such as languages,

strategy, results..

The call for papers for this symposium yielded more

than three -times the number Of papers than the organizing

coMmittee.anticipated. Accordingly, some rather rbitra77

decisionshad to be made even after an'xtra session was

a ccomodatedinto an already crowded schedule. From, this

experience it is appdrent that, the papers presented here

reflect only a part of the present activity, in the field.

. )
4
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The Development of Computer-Based

Instructional Systems in Chemistry

a. J. Castleberry, Dept: of Chemistry

The Univerbity of Texas, Austin, Texas; 78712
Computer applications in Chemistry have usually taken

one of two courses: 1) batch oriented applications such
as large number crunching jobs and teaching programming
for the solution of chemical problems, of, 2) CAI pro-
gramming of tutorial/remedial drill *material. In the
first b.pplication the most widely used languages are
FORTRAN and BASIC; the letter application usually involves
a very specialized and highly hardware dependent lang-
uage and frequently, ,a dedicated hardware/software system..
Examples of CAI languages are:

1. The Coursewriter languages
2. TUTOR
3. .Scholar -Teach
4. PICLS
5. CLIC
6. PL-,,1 h
7. CATALYST/PIL

Some of the ID-tter known dedicated systems are:
1. IBM 1500/1800 Instructional System'
2. PLATO-
3. H/P 2000B

The two types of applications, atch oriented and CAI,.
are not mutually exclusive. Indeed a flexible approach,
.to applying computer techniques chemical education (and
general education) requires that you devise a strategy,
without regard to hardware or language,% which involves all

the educationally valuable applications of computers.
e would suggest that such a fle'xible strategy should in-
clude the following characteristics:

1. / the application will supplement the_existing
Bourse, not replace it.

2. the applications, particul&rly,CAI,'Iwill be
designed to/help students learn., no't necessar-
ily teach.

3. the application will help individualize stu-
dent experiences.

When computer techniques are presented to students
as supplemental material they tend to view the computer
as an aid and a chance for extra help rathei" than another
dehumanizing barrier between the student and instructor.
4s a supplement, the computer can remOve.the burden of
stereotyped activities from the teacher and allow him more
time for the activities which he performs best.

There are two major aspects to the educational p o-
cess: the teacher teaching and the student learning. All



too frequently teachers become -overly involved in helping
students learn rather than teaching; That is 'they have
the burden of assigning, grading and giving students feed-

. back on homework and tests; helping students with their
assignments;. and conducting tutorial/remedial drill -group
interactions. To .a large extent the computer can perform
these tasks (on an individual basis) as well as or better'
than the instructor, for the computer can be programmed
to be the world's most patient tutor and has the capability
of interacting with the student as often and for as long
as the student requires. This, of course, does not dimin-
ish the teacher's contact with 'students but rather, makes
it possible for the teacher-student interaction to be
richer, in the activities which tea hers perform best-:
giving insights into difficult con epts, transmitting an
understanding'of abstract ideas, inspiring students, and
obtaining behavioral objectives in the affective domain.

Computers can be Used to individualize student ex-
periences in severer ways. CAI programscan be used to
measure entering skills and prescribe a series of programs.
which contain remedial materials if necessary, standard,
curriculum materials, and/or advanced placement materials.
In addition, each program can branch-stoadents ahead, pro-,
vide extra work or help, or branch bick',on the -basis of
the students,apptitude. CAI programs can allqw for indi-
vidual differences in learning speeds b7, allowing stu-
cleats to take a module as'many times as:necessary and
wdFk, for as long as desired or necessOy. When the stu-
dent .interest dictates, modules which supply. specialized

- 'or enriched materials can be supplied,
CAI programs can geneially be classified as tutorial

drill, simulation, or evaluation. With-computer baaed-iiiter7
actie programs it is possible to provide -the student with
tutorial drill materials (practice problem sets, question
and answer sessions, problem situations, etc) which are
tailored to his ngeds.and are unique te- hiM. Simulation

programs can be used to extend 3 student's laboratory
experiences..to much greater depth than ever before.possible,
that is, the studrit can 'perform a greater variety of ex-
periments and more of each variety and each time collect
his own S'et of unique data. The time- compression/expan-

. -sion capability of the computer alloi,Js the student to
perfqcm experiments which in the real-'1,4orl:d occur on a
'Very short time base or a very long )lase (ie. kinetic /
studies). In addition, computer simulations allow students,/
to perform experiments which are too, dangerous for begi.ln- /
ning students to,perform on a large scale' in the real
laboratpry and to perform experiments which are too sophi
ticated and require too expensive an apparatus for wIie
scale use by beginning students.

Imbedded within.the set of CAI programs can be a series
of minimum level examinations which'tell thestudent

4,
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uinstrctor that -61e student has mastered a given concept s

.

or task and is ready to mpve Cn. On the/basis of these i

minimum level exams the student can be moved ahead, given
additional tutorial aid,'or the instr ctor can be alerted
that the student is experiencing unusual difficulty or
not taking the exams;lin either of tle latter cases the
instructor is provided 'with the tim iy information' that
he should intervene at this critic point in the stddent's

, The students can take tese exams as they feel
prep red and if-necessary they cap' repeat them several
times.: This is made possible by *he computers ability to
randomlygeneratelapproximately quivalent questions' and

;i/parameters,thereb'y making each e am for each student unique.
The computer allows us to Hicapture the thoughts and

strategies of our most capable people and make them avail-
able to large numbers of studen s. It is then possible
for the programS' to incorporatei,rich socratic dialogs,
discovery techniques, and response contingent feedback
and branching.

'Once the general strategy of computer applications
has been set comes the task o adapting the, available
haidware and languages to fit the strategy. For smaller .

institutions with moderate numbers of students to serve,
there is a wide' variety ormini-computers and languages
which can be adapted to most educational applications.
A few of these are:

1'. PDP TSS-8./ BASIC
2.' H/P 2000B / BASIC
3.. WANG' 33 -00 / BASIC .

4. PDP - 11 / BASIC
5; Super, NOVA./ BASIC 1

6. PDP - 12 / FOCAL

For lai-ge.institutions which require vast amounts of
compute poeiper ther is an even wider variety of time sharing'
systems and languages. Some of these are:

1. IBM 360/- ,370/- series
I a) APL
b) FORT'RAN
'c) -Coursewriter III
d) BASIC

2. CDC' ,6000 seri,.4s
FORUAN.

b) ' BASIC
c) , CLIC

G.E.3. 635 (or MARK Id
a). BASIC
b) FORTRAN

PDP - 10
a) BASIC
b) FORTRAN

5. Others
a) FORTRAN
b) Basic

I

e -
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The question of what language or languages to use

always arises. On the mini computer the answer is usually
BASIC. We,have found BASIC to be an excellent all around,

..language for both batch number crunching arid CAI program-.
ming. Oneoari do with BASIC almost everything yOU cah do
with a specialized CAI language and BASIC is a very easy'
.language to learn. APL is a powerful, relatively easy
to learn language which is as adaptable to CAI as BASIC,
blit-is not, as widely-available on different hardware
.system as isBASIC. The'other computational languages
such as- FORTRAN, are also ameanabl4e to CAl programming
but are more difficult to learn and require personAel
witha high level of language expertise.

Specialized CAI languagesare usually easy for
'authors to use but tend to suffer from a lack of,compu-

- tatiopal capability and extreme machine dependee thereby
decreasing,their value as intact transferrable curriculum
materials.

Atthe University of Texas, the compUtation center
has,developed.an author language called CLIC., This lang-
uage has the easy to use operation codes of a course writer,
type language and the compute 'power of FORTRAN. The
language is.in fact written in FORTRAN IV so that curricu
lum materials May be more easily transferred to other sites
with standard FORTRAN IV compilvs. When coding in CLIC
it is. Passible to 'use only the,op codes, use only' FORTRAN
or intermix op code and fortran coding.

We are currently using the CLIC language on the
computation center CDC 6600/6400 sygtem and the PDP-10
system to develope a fully computer supplemented introduc-
tory chemistry course. 'The number of formal lectures per
week will drop froe'3 hours to 1 hour. The student will
use these two hours per week for individual and small
group interactions with the teacher, tape 9ecorded tutorials
and discussions of tests, filmstriN, integrated filmstrip
and tape recorded tutorials, CAIkprograms. The laboratory
sill consist of a series of integrated' real and computer
simulated experiments which will attempt to optimize the
student's experience' with real lab situations and the:
basic skills of laboratory work and with analyzing and
solving experimental problem's illustrating basic chemical
concepts. ,

Computer administered and scored tests wiTi be used
to bbtaith a beginning skills profile of each student. On
'the basis of these results the computer will generate a
suggested prescribed course of individual computer-and
audio-vislual Materials, suggesting adVance placemelyt or
remedial work where indicated. The 'suggested course must
of course be approved by the instructor. Once the student
begins the course, minimum. level exams will be,admiaistered
..via the computer as the Student progress. Accurate records
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are kept Which the instructor has access to and can retrive
. at anytime-and owthe basis of these'records the computer

, will send timely warnings when the student is not progressing
(on the basis of criteria set by the instructor) as he should.

AlthOugh the approach waohave discussed may sound
appealing, many will feel that costs may Ile prohibitive
or that the logistics of getting started may be overwhelm-
ing. if yotipare in a large institution that already has
large computational power and/or a time sharihg system the
major capitol outlay of money is already over the hill and
its simply a 'potter of convincing people of what direction
to take.

If one has little or no available compute power, mini-
cbmputers offer, an opportunity to'begin an effort on a small
scale at a minimum investment, 25000 to 75000 dollars (ac-
tually as low as 1800 dollars for a four teletype, hardware
system). The.important first, step is to devise objectives
and set the strategy,,for developing applications. Then
with objectives. and stratigies in .mind, inventory the avail-
able hardware on campus and monies available for support;
school in existance, pbssible grants available via a new
proposal, Personftel to help with the project are often one
of the easier aspects of getting started. Usually, some
graduate assistants can be made available part time, com-
putation centers are often interested in new applications
and Kill'make av ilable some manpower. Some of the devel-

- opmental problems pf a new system..can provide thesis and
dissertation,prob ems for candidates in Computer Science
and Science Education. There is alsothe, possibility of
acquiring undergraduate assistance either through the work-
study program or volunteers.

Computers hold great promise for enriching and adding
flexibility to the educational process, indeed much of that
promise has already been demonstrated. What is required

. now is the evolution from demOnstration projects to large
scale application,

O

vIt c't
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The following is a trief discription of the CLIC Sys-
tem as written by Mis,s-Sally.Har-fman of the University of:
1;xas Computation Center.

-4i
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TgrCLIC SYSTEM,

:, The purpose of the system; CLIC (Conversational Languages fo*

Instruction and Computing) is tp incorporate an interactive in--

strUCtional capability within alarge-scales general-purpose,time=
1114

shared computer system '(the Control Data Corporation 6600 Computer
,

and. the UT-2 operating system in use at The university of Texas

,Computation Center), in a fashion that makes maximum use of the .

system's resources both in its structure and application.

Approach'
. .

Irr the summer of1970,a project was begUn at The University of

Texas to provide users of a general-purpose, time sharing System
.

w
. .0 -

with"the capability for exploring conversational'uses of computers
,

in instruct The idea for the CLIC project developed from the

interest of largely Computer Sciences Department and Computation

Center faculty anti aff memberS% They wished.to develop the uSe.

of instructional convetsational *programs on the CDC 6600,. and to

investigate the'benefitsof CAI in the Classroom and laboratory

using the existing time-Sharing facilities,..and-other.Outines
. t

within the sCOpe of the machine. ''Support was given by COntiolilata

.Corporition for .the prilject development.

The approach taken in the design of"CLIC7was for the most part.
. .

a technical :one: 'The,design groupwas compoSedof COmpUtet scien-'

.-
tists,)not,behavioral.or'information scieitists: The group had only

.0

faint knowledge of previous CAI - endeavors. Local individuals.

(

.2,

. ,
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. .

. . . ,.

experienced fp, the field were -contacted.and their spggestions were

incorporated into the CLIC-systein.

The CLIC,system in its i4tial stagei -gives to the typiCal,CA
'.

user the capability which he seemed to want on a' large,, general-
.

purpose Computer.. This capability mainly consists of a COURSE-,

'WRITER=like (question-answer). logic that is easily learned Van

.

author; it however,too rigid to be used solely. This Serves

Oily as-apivot point, since. the CLIC design is extremelyaodUlar

sand the additiOnof other logic's (strategies) can trivially b

cOrpOrated. Thecgenekal (skeleton-like). structuie that is provided

.by the CLIC syStem,-is-imperativi to a- flexible teaching scheme .

which.can truly be dynamic and indiVidualiied.

" .

Simplicitic Fleiible Langua4e

*eviouslymentioned, the'CLIClanguage bears a number 'of. ,

.,similarities to the we11--known, widely,-used COURSEWRITER language.

Due to,thiS;.CLIC 'appears like a typiCal CAf system to an inex-'

t

.:rlierienCed lithor,"providinklAit with, an extremely simple

tipnal

,.

.._

language;
f .

f
However, for an'experienced user CLIC differs substantially

,.
. , .

frommast previous systeMs.
.-

, ,
. .. .

4 CLIC language always posSesses the option, of dropping into Fortran

AnauthOr who feels restricted by the

whenever he,wishes.
.

4

4
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Significant CLIC Design Features

The fact that CLIC is implemented on a large, general-purpose

computer is not solely a significant design feature. The majority

of the previous CAI systems that'have been designed for and imple-

mented on similar machines, are usually rigid, enormous and completely

self-contained instructional systems.

CLIC is.not a "self-contained system. It is the use that CLIC

makes.of the machine's potential and the degree to which CLIC is

interfaced with'the computer, that,dentifies the important charac-

teristics of its design% and proposes to provide a powerful, inte-

grated and flexible. CAI capability to the CDC 6600 computer system.

Every module comprising the CLIC system utilizes the existing

software whenever practicable. The major facilities it makes use

of are briefly commented on in two parts: (1) an account of CLIC's

use of the system's Fprtran compiler is covered in the discussion

of its "Preprocessor" featute', while (2) the xemaining system lan-

guage processors it uses' (i.e., available editing packages and the

TAURUS time-sharing and permanent file systems) are sketchily dis-

cussed under "Use of Avail &ble Software."

(1) Preprocessor

the CLIC system incorporates. the feature of'a "preprocessor",

for the purpose of using a predefined and preoperational'computer

language and its respective processing system.. The preprocessor

is the "CLIC Translator" and the language exploited is Fortran.
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The CLIJC.language developed as auglentation and,refinement .

s1"

14 of .the CWRSAWRITER language. It was. lade an exteniten (a higher

A
AevelAanguage),tv the Fortran language by affixing a "preprocessor"

.

t'Ltiat would trOslate CLIC source programi to Fortran source pregrams.

emIll'oYS itiegeOran language as. its "basic" system language
-

(i.e., theiangUil:ge.df,ite,pre.011Ms) and Utilizes ?he Fortran

SA`

r

. .

-J.coupiler,-.as its systew
.

. . . .

Onoe,a'Course.0egrap:bus bea"..compiled" (converted into ,highly

.aptiOirea(Michine.COdeathe course program, is ready for student

-interation., 'During a itUdene.Sesiion,the.CourSe is .44xecUted".
t. ;

(preC.esseci) 1X1.IC -Interpreter,' (the .system,'s interactive
. -

...
driver): .

,
.

\ 0

,*- \,' , \
'(2).7".Use Of .Availab.re SeetWare

. F4dilities: for course CoMposition and ievision,JorMonitering'
,

.
. ,

,
, , .. - , , . ,- -

telecommunicationt,:tnefer.fUt,thiniPulation'have net been included
A.A A qs

.\.kIhilk the CLIC system Whet in.a6tiier Creates his Course he hsi
,

his choi"ce of using any.ok.the'availible editing routines to build,

,/

. .a y

examine and riodifY,41s course program file, When a user converses

Course: via CLIC, he utilizes the TAURUS,-tiMe-ShariCig system

whichtakes care'ef 'all the infermatiOn transmuted during the
..

interaction: 'Al; the necessary file maintenance,and file mini-
.

pulation is automatically accomplished by CLIC via the local Periltnent

File System.

Ir
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Evaluation

A general but relatively accurate and comprehensive eyaluation

Of the CLIC, design features can

adVantagss and disadvantagesOf

teristics:

be accomplished by listing the

the following two.CLIC system charac-

(k), Use ,of' a laige,
,

.general,:pUrPOse, time- sharing computer
. .. . . _,., --

, . which' takes adiantage of the -s y$ tem 's. t apabi 1 hies .-. . , . ..
'. .

Advantages t.-': . .

.":
a It make$ Axi sti sotiAyt; gives:-instructional

.1160 ,stiftwaid.:044:-4Y4001A, to'.them on

*(4i4ftMA*katpills:
L

emmitithicIll:Yessible"-iliail:Uit4 a dedicated _

'1.witet4 large :suds of. none to
obtain* ;dedic:aterl-AOmPuter :larget- system
in -larg'e- blOCk,Sr.of :Computer Their 'USe:usUalli-proYed
Costly,-since q:theilaye tq accod1Tt fof (1)-. ;heir available
time, swhiqli it:OSually-iost the.

waiting,-for4the user -to:mike. imiUts ,arld W,thei454tsSorvea:.
use c sPeti4 '1/0- which .:5s, a resul .

coMpUtit idle time, :are.-1104t: .T

C. It alloyi 4R 4uthot to"extia# previously wiltten .routinese.

from other si,s1,em .i.aSear411: uses (professors :and stkIdeniS., '

alike) fOt applicatiOn in-his course SUchcOMMon, routines,
for examtPle, can Piclude7those :for Model, lialding. Or '

infOrmatioosretrieVat;://0 packages 'for special
equipment etc. I Obit course' authors-:are given the
potential to' relate- with Others in distinct application

system

r

areis,and, to share auxiliary routines.
Since CAI time-shares' With some- of the host technically.

advanced' in' the computer field, it is given .the oppottunity
and Shown 'the . need; to refine its interaction.
Whin a CAI system is integrated within a complex operation
system and linked to 4xistimg software, its capabilities
are: immediately Provided and promptly improved with a -_

minimum investment in system programming and program
doCumentation.
it glues the regulat user of the system another utility
toutine that can help him in his work. Fiat exaiple,, a

liSer can interrogate CLIC for a quick prod ammed review
of, a subject (without leaving his' termin )- in order _to

detect his error when using some systeni outine .

1
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ritn e'f'' '*s.

This instructional system adds another application area to

a large centralized computer system, which will financially
help the computer center in its continual effort to provide

overall efficient, reliable computing power.

Disadvantages:

a. The large system does not provide the wide variety of I/O

devices, as do most of,the smaller machines that are dedi-
, cated io..CAI and extended specifically for use in education.

1 Equipment such'as individual CRT's, slide projectors, re-
corders, etc., is extra from the actual computing service

used by CLIC.
a, b. The author who writes a course is expected to know a little

about the 'computer's software. He must be knowledgeable in

the basics of additional language processors, such as,
TAURUS, an editing routine, the Permanent File System,
the Fortran language, etc.)

2. Use of a preprocessor to define the basic CLIC system language-

to be Fortran.

Advantages:

a. Provides the obvious advantage of ease of coding anslcheck-

- Out. ''

b.: Immediately provides full Fortran capability with little
)rogrammer effort and extra program documentation; these

,'.include computational, sequencing (e.g.; GOTO's, conditional
and unconditional branching, function'and subroutine features),
logical,. I /O, formatting facilities and access to,a large .

library.orfunotions: .

d. 'Provides that most,thOrough,linkage to routines,1nd packages

. within the operating' system. The CLIC system is automatically

giVen access'to the system's program library; system I/O and
editing packages,,permanent file and file maintenance rou-

, tinesi special packages for data manipulation (SLIP), display
routines,(plotter; film; CRT; etc:), are immediately avail-

able. to CLIC' users.

d. Fortran subrouiihe capability makes the CLIC system and its

language readily extendible. It allows for easy addition'to

the set of answer-processing functions that enhance the
'system, and to the set of auxiliary functions that expands
the'author language, thus increasing user, capability.

e. An author who is restricted by the CLIC language may inter-

'sperse actual Fottran code or intermix supplementary routines

A 1\ .1

1400



with his CLIC section, op he may completely replace a sec-
tion with all Fortran rOutinea. In short, the scoop,of the
resulting language for course programs is extremely flexible;
the use of Fortran provides an author means of leaving the
higher level author language whenever it becomes too'restric-'
tive.

.f. Compiled'Fortran code yields more efficient data for the CLIC
driver during interaction, than interpretive data It pro-
vides a more efficient execution (i.e., fastei response time)

4 ofCLIC programs during an instructional session, since the
immediate course section is completely in core and only
minimal I/O - that to the student's terminal - is required.

g. Fortran is relatively machine independent. Source code for
both the CLIC system and its courses can be implemented on
any.suitable'large, general - purpose' computer; courses that

stm,written fbi one, computer can be easily recompiled for
another which contain$ CLIC.

h. The authoriS.able to modify his text and prepare alternative
versions with relative ease.

'Disadvantages:

a. Fortran is not readily adaptable fbr string processing; there-
fore,'no real string processing capabilities are present.

b. Preprocessing usually requires more time in a system which
compiles machine code that is to be executed, than in a sys...'

tem which does little to course data files that are to be
interpreted. Even minor editing of a CLIC section requires
re-translation and re-compilation.

c. An author who-is restricted by the CLIC language and wants
to use the, potential of Fortran, must at least be know-
ledgeable in basic Fortran.,

d, In core execution of CLIC programs is expensive'in tha amount
of core required. Systems that interpreter their data _files, ,

however; need only that core required'by the interactive
'System since their data is stored on disc.

e. Clumsy I/O is inherent in Fortran; formatting information
within an instructional program is not easillr, accomplished
if an author is restricted by the CLI,C language and'reverts
to Fortran. .

f. Fortrah is not truly machine independent.

440
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THE INTRODUCTION OF DIGITAL COMPUTER TECHNOLOGY
INTO THE UNDERGRADUATE CHEMISTRY LABORATORY

by

S.P. Perone and J. F.'Eagleston
' Department of Chemistry

Purdue University
Lafayette, Indiana 47907

I

Current trends in the chemical iglustry throughout. the_ceuntry' '-'ee

indicate that the digital'Computer'41Viobn be-Come an indispensable
part of chemical experimentatioil (1,2,3)' It should be'clear, then,
that the chemist of the-near future, will be requfred to understand
and use properly digital instrumentation and digital computers in '.

the laboratory, Furthermore,educators at colleges acid universities
will need to develop und= graduate curricula providing the required

4 back in computeri ed chemical instrumentation., In fact, the
deman for this kind o training by practicing scientists has
prompt d the developm nt of a summer short cpurse here at Purdue
for college teache n th s in chemistry and the 'biomedical

sciences (4).

This paper de es the
of

steps.0 a long-range program
involving the intro ion of on-line coMputer appftcations the

undergraduate chemistry laboratory at Purdue. The introduction
has been made as part. of an introdUctory antlytical chemistry course
dealing with quanqtative chemical measurements (-junior level at

Purdue). A primary objective was that none of the chemicaland
' instrumental principles currently developed in the course be eli-

minated, but rather that these be augmented by the incorporation
of the on-lineComputer into many of the.laboratory experiments:
The manner in which such a program may be made feasible is described
below.

APPROACH

It 'was our intention to introduce computer technology into the
uiiergraduate chemistry laboratory' without slighting the chemistry.'

content. The approach has been to continue to include the same
basic-set of laboratory experiments--except that, eventually, many.
will, be designed to require on-line communication with, the digital

computer. The student is required to understand and execute the
laboratory experiment as usual--but, dn addition, he is required
to design the appropriate programming and communication elementitior
optimum interaction between the computer, experiment, and experi-
mentalist. Thus, we envision the student's achievement to be i'Ine

of experimental design, and the proper utilization of computing
equipment in the solution of measurement problems in chemistry.

.4 so
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Specific aspects emphasized inc ],ude: the general-purpose nature of
the'digital computer (i.e., how it can be applied to a large variety
of experimental Problems with modifications in programming); the
computer as a control element in experimentation, the rapid respbnse
Of the computer, allosilng real-time inileraotion with experiments--
with reaction times several orders of magnitude faster than the
human operator; and the computer as an integral part of the chemical
instrumentation.

To accomplish the above mentioned objectives, it was necessary
to recognize, first of ali, what could not be expected within the -.

scope :of .this course: we could. not eduCate_pur Students .in the
intricicies'of machine-language programiing, and (2) we could not .

prdvide them with the electronics background requisite for the
sophistiCated de and construction of interfacing between com-
puter and experiment.

What could be done is to :take advantage of students' previous .

exposure to off-line programming (withFORTRAN usually), which many,
but not all students- -have obtained before the Junior year at Pur-
due. We could also take advantage of their exposure to the funda-
mentals of'electrical measurements in"Physics courses to instill
them with the4moat elementary concepts of amplification, response,
and noise. We Could expect to provide them with the essential
principles of digital logic requited for itterface,design..

The most important requirement for the success of the program,
howevet, was the development of two (1) a modified high-.
level programming language, which includes versatile data acquisi-
tion and experimental control subroutines with conversational Mode.
calling sequences: (2) A general-purpose hardware package for
interface design. This apparatus would provide for)patob-board
incorporat* of those digital and analog moaules rtquired to.-com-
plete the interface between compUter and experiment. The gentral
purpose interface packagetrequires only that the student be able
to lay out the basic logic design, timing"sequence, and the analog
amplification or attenuation required. He can then select appro.-
priate pre-;packaged plug-4in units to implement hie- design. He does
not have to tend to such detiils as /level conversion;-logic con-7
version, noise rejection, and,other subtle design parameters, Yet,
he will accomplish the most'important part of -.the interface develop-
ment-logic design, -

PU/tUE RtAL-TIME4BASIC SYSTEM.?

. The high-level programming lailguagt chosen for deyelppment in
this work was the BASIC language (5),. There were several reasons
for selecting this language: (1). It is easy- to learn, generally.

requiring the order, of half a day exposure to develop d.good

4
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working knowledge. (2) It is an algebraically-oriented conversational ,

lahguage. (3) It is interactive. That is, the compiler is inter-

I
pretivel an therefore compiles and executes programs line-by-line.
This allows/programs to be entered, executed, and edited on-line

thru a teletype terminal: It also provides for immediate turn-
around and rapid error diagnostiCs.. (4) BASIC is rapidly becoming'.

a universally, acceptable language. (5) BASIC is,currently readily
available'st commereial time-share terminals. This allows thet
convenient.and econotlical learAing of the language, bY large numbers

of Atggents for later on-line experimental,applitations.

It should be noted that other languages (e.R.a FOCAL*) are-
available which have comparably desirable characteristics. Even

languages such as FORTRAN or ALGOL which are generally considered
strictly for off-line applications miybe appropriate, particularly
for systems with "load-.and-go" capability.''

The,software system developed at Purdue will-be referred to

as. "Purdue Real-Time Basle," (PRTB). The software includes, fun-
damentally,_the BASIC compiler available from Hewlett-Packard Co.,
which manufactured the computers'used in the undergraduate lab-
oratory _program (see Experimntal Section). The modifications

generated her at Purdue have involved the Aevelopment of a series
of machine-language subroutines vhich.are directly callable from
the BASIC software, and.which are designed to communicate in
variety of ways with experimental systems. The PRTB data'acquisi-

tion an control software are described below'.

General- Description of PRTB System,

Figure,1 illustrates the general nature of an on-line computer
system. On the one hand is located the laboratory experiment, the

data fromr$thich the student desires to present to the computer for

data processing. On the other hand is the digital computer itself,
which is capable ofhighfspeed progrAmmed computational and control
functions. In order to operate the communication link between the
computer and the experimental system an electronic interface must

)e establiphed. This .interface accomplishes the functions of trana-
lation (anaAog-to-digital, digital-to-analog, decoding, logic con-
versions, etc.), timing, synchronization, and logical control. The

programming language must take into accountthe nature of the
electronic interfacing; and the interfacing mustipe designed with
the tandamental characteristics and Capabilities of the programming
language in mind. The following section describes the subroutines
developed for on-line experimentation within the PRTB system. A

summary of these subroutines and characteristics is given in Table I. .

!Trade Mark, Digital Equipment Corp., Maynard, Massachusetts.

As
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1 Input /Output Su routines for PRTB..

Data cquiiition. Two different types of datp acquisition
subroutine are available within PRTB., They both.work in conjunc-
tion with an .external clock-Controlled analog -to- digital converter

(ADC). One is a subroutine (SB3) which should be/tailed by the titer's
program wh never the computer should be waiting for the next ddta
point to b come available. When the next datum is digitized, 5B3
.takes the ata point from the data acquisition device (ADC),, con- ,
verts the atum to floating point format, and.store8 vrt in%the
appropriat memory lotation for subsequent reference by the BASIC!.
program. en SB3 is exited, the computer returnq to the next state-
ment in t e BASIC program for executio. The new datum can be opft-
ated on, ut, before the next data point can be acquired, SB3 must
be called again.

A second type of data acquisition subroutine (SB7) sisone which
allows for the acquisition of a complete block of data4befOre exit.
The external clock is started and synchronized with data acquisition
within the subroutine. The basic difference between SB7!and SB3 Is
that SB3 is called to:acquireone data point at 43. time and therefore
allows for program statements to be executed during the time, between
acquired data points. Thus, an ekptrimenter could devise a'program
which could process experimental data while the'expertment'vas In
progress and data were being acquired. This is referred to is "real-
.time", data processing. However, because the computer program must
involve the relatively inefficient execution of BASIC statemants
between data points, there is a More severe limit on the speed with
which-data can be acquired without the computer getting out of syn-
chronization with the experimental timing. In fact, SB3 is designed'
t6 detect when the computer has gotten out of synchronization; an
error message will be typed, and the computer will halt, The user
will then haVe to revise his program to require less real-time pro-

,

'cessing. With SB7, on the other hand, a complete block of data pOints
are acquired before the subroutine is exited and control returned to
BASIC. Therefore, the timing is limited by the efficiency of the
machine-language programming developed within SB7. For our computer
systems andAtoftware, it is possible to acquire data at rates as
great as 20 KHz with SB7, but no real-time data processing is posible.

The lipating data rate when using SB3 is about 500 Hz, with a
minimum of real-time data handling. If several BASIC computations
are to be executed between 'data points when using SBA, the limiting
data acquisition rate may be the order of 1 to 10 Hz. However, this
is generally mare than adeqUate for most experiments in the chemistry
laboratory.

Experimental Control and Logic. %In addition to data acquisi-
tion, there are several other ways in which the computer can commu-
nicate with the experimental system. One of thesetis through a
digitalt-to-analog converter (DAC04: where the digital output of the

II"
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computer is converted by the DACE to an equivalent analog voltage

level. One of the PRTB subrouti es (SB9) provides the capability
for driving the DAC, the output of.which can be connectedto.exter-
nal experiments.:: It is possible to.generatea continuous voltage
waveform output from the DAC by mathematical generation within BASIC
of the discrete points making up the Waveform and transmitting these
through 3B9 to the DAC in a repetitivetashion synchronized with an,
external clock.

Subroutines SB8 and 3B11 allow the programmer'to utilize tpeci-
fic output bits on a selected I/O channel to control external devices.
There are16 outpOt bits available for this function. With SB8,

. the user can select which bit he iiants to 'set by,epecifitation of
the bit number. The setting of one, of these output bits causes a
corresponding binary voltage level change at the specified output

. -terminal, and. this can be used to cline or 'open switches, start or
stop experimental events',, light indicator .amps, etc. SB11 'allows

the programmer to output a 16-bit binary voltage pattern with any
simultaneous. combination of "1 "'s .and "0"'s he chooses. This bi-
nary pattern is selected byincluding in the subroutine call the
decimal equivalent of the binary number to be generated. Thus, more
than one event can be-controlled simultaneously.

SB12 and .SB13 provide digital input information for program
"sensing of externalsituationa. Thus, 16 binary voltage input'
terminals ark available to the user, the status of which are acquired
by either ,subroutine. SB12 transmits to the BASIC prograth the numer=
ical equivalent of the input 16-bit binary Voltagepa*eih. Because
the status'of these bits can be set by external events, thi computer
could use this informition to make appropriate changes in the data
proceSsing or control progr ;flm g.

' .U13,is similar to SB12, xcept that only the status of a,single
specified input bit is determi ed. This subroutine is useful to
the student'because he need o 'y specify a bit number, in the call . ,

statement to check the status, f. a bit.

Timin and S chronczatio . the most fupdamental operation
which must be accomplished by 'he PRTB system is. the generation Of
a time base for all experii)ent functions. This is accomplished by
the,incorPoration of a fixed equency crystal clock (10.MHz) into
the interface, hardware. .Also, ncluded is electronic countd4rn logic
to scale the output clock pulses down to a usable frequency range
for chemical experimentation .(,100. KHz to^0.01 Hz). The countdown
logic can be.modifie'd'under program control to select any.frequency
within this which can be generated by a decade-and/or a 1,2,5-count-
down sequence. The Programmed clock outputpulse train is then

*
available to control the timing on the ADC, DAC, or any other exter-
nil hardware. Also available simultaneously are synchronous clock
iSulses representing. frequencies at the-various stages of countdown.

(These details are described in the Experimental Section.)
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The clock is controlled by the FRTB Lftvare through subroutines
SB1, SB2, and SB10. SB1 is the initidlization aubrohtine. Through .

It the programmer specifies. the clock frequency, within! the.limits
outlined above. (SB1 is also used to specify the symbol assigned, 1.

to, the variable which will take on the values of the digital. data 1\
acquired in SB3 or SB7.3

. )

SB2 is called when the computer program decides that it is.tine
to enable the clock. That is, en ENCODE bit is set to.a vl" state
on the data acquisition channel. This bit can be connected externally
with a patchcord to the ENABLE term±nal,on the clock module
Figure 2-A). Alternatively,- the ENCODE bit may be brought to Some"
external logic, the output of yhicb will set the'ENABLE clock input
when other external events ha* octurrea--like' the start oftlat ei-
periment. Ohe possible external logic ConfigUratIon is .shOwn in
Figure 2-B, where the.EtCODE'bit conditi:taa one illput.Ot an ANi0 gate.
The other gate input is conditioned "TRUE" when the .experiment haw N.
been initiated: .,The AND gate output will 'the enable the clock:
At that point the countdown lcigic will' be enabled and,prOgrammed

,

clack pulses will begin to appear at the available outputs.,

":

-

° ,
IMAO

isA

called to digable the clock when the,
.

time base is no
longer, required. It simply "clears" the ENCODE bit on the'dlita
acquisition'thannel which has been lipid externally to enable the-

.. .
.

clock. .-,
..

- - :

AnOther type of comMunitation reqUired between the experiment
and computer is associated with synchronization between computer
operations and external events. For eicample, ff.thesbmputer has
completed all preliminary program execution'required before being
able to accept experimental data, .the user may Choose to receive an
output f;'om the computer which may not only tell the experiment to
start, but May also initiate 'external events associated with the
eXPerimental'aystem. One subroutine ivailible forthis kind of
operation is SB5. $B1 causes the output of:an ENCODE bit on a ,

select I/O channel to cbtange state (gotot r'the "TRUE" level)
PB5.43 ed. 'Then the qmpitter waits within SB5 for' en external
event to occur which villicause,aF4G: bit on the same I/O channel
to change to a TRUE 'state:- The subroutine detects this. event and

then/allows the neztesequentialtprogram statement'to,be executed.
*Ms next statement-might conceivably-be a call to SB2, which initates

M
data acquisition.

.

A simpler, but less precisecmeans of communication with the
computer for the purpose of syncbrontzation.is provided,by SB4.
When this subroutine is entered the computer simply waits vntil the

operator flips a toggle switch corresponding to bit 0 on the compq-
ter console switch register: The computer then exits SBIt andexe,-.
cutes the next program statement--which might, be to call SB2 and
start data acquisition.

A

ti
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Finally,,a'subroutine (SB6) is availall4e wh4ch allgys general-

purpose timing functiods. _This routine simply watts for the-FLAG

loit to be set. on the data acquisition 'channel, clears the FLAG, exits
the, subroutine, and'thenext sequential program statement is exe-

cuted. The purpose of thie subrbutine is synchronization of prb-
graM-segenta with the external: time bate. (liOte-thatSB51can be

used, alio, fbi general-purpose timing functions if:the data acqui-:

sition channel is needed for other purposes. The user muat'siMplY .

,connect theclock output'to the FLAG input of the alternative I/O

channel.)
,

5.0
, EPERIMEgT4

-
. Computer Instrumentation.

., l'V ._

The digital computer, systeM 4:11 this.work was a Hewlett - Packard

2115A,. equipped with 8K.nore-memory, high speed-paper.tasm input,
ASR/33 Teletype, a 16-bit 20 AeeDAC, and an,interfaced'TektrOnix
Model OloscilloScopic.display. In addition, the computer hei an ..

interfaped data acquisition system and a general,- purpose experimental
. interface capability. (These are' described in 'detail below.) .'The

complete computer system is mounted in a cabinet which has roll
around capability. .The'sOftWare used for laboratory _on -line Operatibn
(PRTB). utilized the'H.P.''BASIC'CoMpiler, H.P. #201112A. 'This soft-

:ware is made available from the computer manufacturer. ,The program.
listings of thehdditioos,to the H.P. BASIC compiler made here td` .

. implement PRTB ark available from. the- authors Upon'reques

.
.

.

_Data Acquisition and GeneralPurpvie Ifiterfacelardleare.

. . ,

, .

.-
..

,A schematic diagram oi.the dataacqUisitiOn syStem.operated 1)3

,conjunction with PRTB is Shown in. FigUre.5'The..analeg-to-digital'" .

converter (ADC) used In the data acquisition system. was mhnufactured
by,Digitai Equipment Corporation (DEC),'Maynard," Mass.,, "(#C-002,. ''''

10 -bit, 33 usec converaion'timei 0 to"-10-.23.V.,input range): '

, ....

.-.

.
.

The ,programmable clock is constructed from a. 16:MHz-crystal-

4.

tin:trolled oscillator scaled.down-to usable frequency ranges with

MSI (medium-sale integrated Circuit) programmable .countdown logic,.

Aschematic diagram of thismoOle,is 'given in Figtirelt,, with 6..com-
',Plete list, of hardware-canponents. ProgramMed clock pules .are

availablefrorilGO KHz'fo.0,002Hz.7 Each decade requenef can

divided by 2 or 5, The specific frequency is selected by, a 5-bit

output, word which is decoded in the clock module by 2 TOcis Instru- .

went Si 741A tgitel milltipTexers. .In addiqon,to the programmed
.

.

. output, each decade output frOma:NSiz,to 0.061 Hz is available ex-
ternally bypatchboard connection:

Also available on the daWaOquisition Panel were an ENCWE
output bit which 'could be set and eleareds,by the computer, and A
FLAG inout terminal to allox external setting of the FLAG tit orithe

;
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, , .1

, .
.

computer input/Output (I/O) cllannel used for data acquisition.' The
end-of-conversion (E0b) flip-flop of the ADC was normally connected
to the FLAG input; howeVer, it was possible'toConnect any appropriate
externally generated signal to the FLiG input. Six bits o' digital
information could be transferred to or from the computer thru the ,

,
data acquisition panel using patchboard connectiohson the panel.
Other generally. useful functions avallable on the data acquis#1On
panel included.patchoard connection to various logical devices such
as 16 .AND,.0R, and NOT gates, 4 flip-flops, 2 one-,shots, 4.analog .

switches,4 relay driveri, a Schmitt trigger, a.track;40-hold ;

amplifier, 6 indicator ramps, and 7plash-buttOn switches with Schmitt-

.
trigger outputs. (See Ref., 6,for a general discussion of charac-T .

.teristics'of control 1ogiC maluless1 DEC R-aeries logic {/)Flip-
Chip 'cards and power Supplies were used for logic functions. For

interface deSign which required more sophistication or more logic
elements than, could be obtained on, the data acquisition panel, a DEC ...,,,,

patchboard.R-series Logic Lab (/) was available. Most.experiments::
did'not require interface herdwat beyond that available on the data
acquisition panel. All input and'output to the computeewere bid- ;

.
fered with level conversion devices onthe 11.-F. 2115A system so that. I,
All external connections are compatible with, DEC R,fieri,Pa'positive

logic (7). SEC.W6.01 and W5f6-level, Conversion.bards Were used.' ',
.

,
, ., : . .

' An interfaced digital VO.Module was,alsoaliailable for general,,,
.

purpose digital commuhicatiop between computer an& experfMent. The..
characteriatids of this module. 'are illizstrAted inTigu±e 5. This

digital I/O Module was dbritiecta to a:dittetent I/O vHannel thap the P'
.

'data acquisition panel. Thus, a separate independent WODEloutput ,. ,_ z.

-.Y. '"'i
and FLAG' input were,availible thrii this mOdOle: The .use of the

. r

digital I/O capability has been described above. --..

,

.. 'RESULTS AND DISCUSSION"'

..ivaluation of the iiTi3 "System.
)

. . . ,-
.

Fo. the.purpose of illustrating the capabilities col"thtiRTB
:software fqr'this publioatfon, the laboratory' computer systemi and ,

software were tested-0th generated experimental
outputs Which simulated typical experime tal data {4,8). The first

of these dnliblved a transient experiment withl.rapid. exponential. . .,

voltage decor output) The second illustraticiA involved application

. , of ensemble averaging to the analysid of an experimental outpu.p',:,.,
which prov:Wed a rOetitive voltage waveform witii,superimposed large.

. amplitude tandol'noise ,

. .r.4

.

0!. -

6 - ' , . ',

hadThe exponent.kal'decair, waveform had a time"ebnstant

the',

order I-

of '0,.1. sec. Data iiere taken at a constant rate for a fixed lengthe

of time, anti no processing of thAata'was Carried OUt. :pile data '` .

were acquired,-stored, nd'the digitized data printed out at the
completion. of the ekperiment: The program used is given in Figure 6;','"

g .

.A,.., .

v.

'r

4
/(l r-,0

s

*.*
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.

. . . . . . . . ..
-.

.

waveform fo'r the ensemble averaging' experiment had a funda-..
,

mental trequeneuthe or of 1p Hz., with superimposed large enipli- .

tude'rapdom noise.' '.The experiment was repeatable and could be .

triggered by coMputer output. 'The programming:. objectives Jr:eluded )

repetitive initiation of the 'el?periment, syn6hronizatifin of data
achasition ;With experimental Output; and repetitive coherent- sum-
elation of the ,digitiiid vaVeforms to accomplish .enseilible averaging.

,Finally, when the experiment wae.completed the. averaged data were
normalized_and plotted 'on,the, teletype termina/ . The computer prop
grani used is "gften.in-Figure, r, Figure'e shows the original output
wivefOrm'and the results of ensemble averaging?..

.,

Observations. 1. . ' .'

,
,

,..' It,. ean be Seen from the above examples that actual implementa-
. tion_of the `PRTB system is relatIVely straightforward. Moreover,

for al its SimPlialty:, considerable experimental measurement cape-
' bility'-eiidts

..
'In the system. .

$ P 4

...

The Yequirehlents for implementing the PRTB dystem in the under
'-gradiiirte laboratory inc4.p.de the following:

,
r

(1) an introdUctiog to the 'WIC latigUage for computational purposes..
't0IT' rrequirtis ,l t6 211Otir.s of lecture time. It also requires
;that Istudente.have-access to the laboratory. computer (or other
compUter facilitieS providing, BASIC capability) during the first
fev-vieks-of the semester to-handle homeliork and laboratory com-

a: ,-PUtation :-.- .

,

. . .
.

,,,c2)..an 'introdUction,to the fiindantental concepts, of onl-line computer

,operation. JA1.5 reqUireseabout n - of lecture. These intros 4
., -9,.,',,' -duce :this student -to'the whOle, field' of 'Arline computer appli7 i

-- cations anktbe t.echnOlogical aotiil th which they must be
, farpiliar to implement this appro: in the laboratory: , T244se

details include. an introductiozr to the fundamentals .ac. digital

. . logicrtinling, and $yrichroriization. This involves the discussion7,- _

of, pimple. ,gates ..4ND--,:OR,; ROT)", the fliP-flop, the one -shot; .

, arid the analog-_Switoll. The functionll characteristics of these
devices, as uel,l ai 'of analog-,tOdigital ,eiha digital- to - analog

sonVerter4 and voltage amplifiers, for interface denAgr are
'defined. %,.tio aticinpt is hiade tb provtde a :rigor* understanding

I l /
of the electronic principl.et -pr detailed.offeuttlOor these

..-
deviceS.:. 'Th.s-emphasie ip .on the sttiden't beiri§.:44 ,recognize- to ,recognize
ancnise the. fundaffiental-dhariCteriatice, 0 thedt. 6yides tor *

intertade deii'gri,,- ; , .'T :",.'. ,-, ,' '- ,:.

'i . .. -

(3) finally, tha actUall labciratory assignments are pried out
The oesiicrimenta tare ,designed:t..intoduce the student to tLe

technique inethoci64)gy, ,jug as void be done ri

e.
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the absence of the laboratory computer instrumentation. In

addition, the student is expected to utilize the on-line com-
puter as a data acquisition and depa processing tool.

The final question to be considered here is what specific bene-
fits are derived by the student from the use of the laboratory com-
puter in on-line experimentation. First of all, the student is
obviously exposed to.state-of-the art technology in laboratory ex-
peripentation. Secondly, the student is encouraged to use more
rigorous data processing approaches than previously feasible for
laboratOry assignments. Thirdly, the student becomes keenly aware
Of the factors which limit and define experimen %al accuracy and
precision. Fourthly, the student is able to make s. first hand com-
parison of the effectiveness of conventional and computerized lab-
oratory methodology. And, finally, the student's interest in the
science of quantitatiye chemical experimentation is,strongly stimu-
lated.

S

Future Work. A

/Several differeV experiments.involving,on-line computer studies
are currently,being developed which are appropriate for incorporation
into the Undergradutte -analytical laboratory.. The include kinetic
methods of analysis,,amperometric titrations, coulometric tItratibns,-

. poepttiometric titrations, spedtrophotdmetric analysis, fast -sweep

, polarographid analysis,'and thermal analysis methods, in additio6
to synthetic, and Ohromatogrhphic experiments already developed (8,2).
:9:me of these expe.4ments,iiill be included in the introduttbry course
and some in an advanced analytical- bours4.(Senior 'level at Purdue).

... ; S.
.

It is also desired to further improve the 'PRTB software so that , Al

the experimental subroutine calls can be replaced by'conversatioftal
macro-instructibps. ,

..- .,

.. ..,
.

,
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TABLE

DATA ACQUISITION AND CONTROL SUBROUTINES FOR PRTB

SUBROUTINE

SB1

SB2

SB3

sa4

SB5.

do

5B6

FUNCTION CALL FORMAT

Initialize I/O. Set up data storage CALL (1,X(I),F)
address and acquisition rate for other
subroutines. "X(I)" data variable.
"P" = data acquisition frequency.

Used to start the CLOCK. The output' CALL (2)

control bit (ENCODE)---can be connected

to some external logic preceding the
CLOCK ENABLE input. (NOTE; SB2 must
be preceded by SB1.)

Waits for ADC FLAG; indicating con- CALL (3)
version completed. One datum is
thin taken from the ADC, converted
to floating point, and saved as X(I).

When called this subroutine wa ).ts for CALL (4)

switch 0 of the console switch regis-
ter to be set to a "1" before con-
tinuing with the next statement in
the BASIC program.

Outputs one control bit (ENCODE) and CALL (5,C)
then waits for an event FLAG on the
specified I/O channel, "C", before
continuing. FLAG and ENCODE are
cleared before exit.

,e

/7 .

Waits for FLAGS on the ADC channel./ CALL (6)

When FLAG is set, the next statement
the BASIC program is executed.

(Must be preceded by SB1 and SB2 if
internal CLOCK is used to'generate
FLAGS.)

SB7 Takes in complete block of data CALL (7,T)

before returningto BASIC program.
(Max. of 250 pts. Must be preceded
by SB1 each time it is called.)
"T" sets total No. of data pts.
taken. Synchronized with start of
experiment through external gating
of the ENCODE output. Up to 2C KHz
data acquisition rate possible.
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EyiaELTIE FUNCTION CALL FORMAT

OB8 Causes output bit No. "Z" to be set CALL (8,Z,C)
TRUE on specified I/O channel, "C".

\, Z, C specified in decimal. All

other bits will be cleared.

SB9

SI310

SB11

Causes output of analog voltage. CALL (9,D)
throUgh the-DAC. 'D" = mv. outpUt.'

Clears ADC channel. 'External Flip-
flop driven by ENCODE will be
cleared also. This can be used to
turn off clock, stop experiment, etc.

Causes output of binary voltage pat-
tern, "Z", on specified output
channel, "C": Binary pattern and
channel specified in decimal.

CALL (10)

CALL (11,Z,C)

SB12 Inputs status of 16=bit register on CALL (12,Z,C)'

channel "C". The floating point
equivalent is saved in memory as z,

S.1313

44,

Al*

.

Inputs status of.a specific bit
(10. "Z") on channel "C". Value of
"S" is made "1" or "0" accordingly.

AI

a
IP`

CALL (1:3,Z,SiC)
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LIST OF FIGURES

Figure 1. Schematic Diagram of On-Line Computer Configuration.

Figure 2. Synchronization of Clock Output with Computer and Experi-

mental Events.

A. Direct computer control of Clock Enable input.
B. Clock Enable controlled by AND gate output. Clock

enabled when both computer command and experimental
start are seen at AND gate inputs. The "RUN" flip--
flofoutput'follows.the status of the experiment;
it it set "true" when the experiment starts and
"False" when the experiment ends. Thus, the Clock

is disabled when the experiment ends.

Figure 3. Typical PRTB Experimental Data Acquisition Set-up.

Previously undefined symbols include;
I/O Bus - Input/Output hardware 9f the computer, one

channel of which is used for data acquisition

system.
16-bit duplex register - A Hewlett-Packard #02116-6195

16-bit duplex interface buffer register card,
also providing output ENCODE command and input
FLAG signal.

Figure 4. Schematic Diagram for PRTB Programmable Clock.

Components:

Device No. Manufacturer Description

F910959 Fairchild Hex inverter-
six Level Con-
verters, High
Level to +4 to
+10 V.

MC7475p Motorola Quad latch-r4
bistable latches

SN74151 Texas, Instrument Data Selector/
Multiplexer

F930059 Fairchild 4-bit shift

i register
PI

F900359 Fairchild Triple 3-input
Nand Cate

Figure 5. Digital I/O Interlace !'odule for PRTB.

Ad 3 tj



4-29

Figure 6. Program for Data Acquisition trot Exponential Decay
Function.'

Figure T. trograM for Ensemble Averaging Experiment.

Figure 8. Data fm Ensemble Averaging Experiment, plotted on
Teletype.

A. Otiginal data (slingle Cycle).

B. Data after 100 averaging cycles.
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READY
LIST
10 REM THIS IS A PROGRAM THAT WILL PRINT OUT THE DECIMAL NUMBER.
20 REM EQUIVALENT OF AN ANALOG EXPONENTIAL DECAY CURVE.

30 DIM x(250)
40 LET F=100

50 LET T=250
60 CALL (1,X(1),F).
70 CALL (7,T)
80 FOR I=1 TO 250

90 PRINT X(I);
100 NEXT I
110 END

4



FEAbY
LIST
I fiEM THIS PR OG13AM IS AN ENSEMBLE AVERAGING ROUTINE -- FOLLOW
2 FE V THE DIRECTIONS PRINTED OUT AFTER PRESSING RUN. THE
3, REM FREQUENCY OR I GI NALLY SPECIFIED IS 1000 HZ.
10 DIM X(100),Y.(100)
20 LET F=1000
30 PRINT ," THE # OF PTS EACH RUN =";
31 rNPUT T
40 PRINT THE, # OF PUNS ="i
41 INPUT C
50 MAT Y=ZER
60 FOR I=1 TO C
70 CALL.(1,X(1).,F)
RAJ CALL(7,T)
90 FOP J=1 TO T
!4 LET Y(J)=Y(J)+X(,J)
110 NEXT J
120 4E,,C T I
20-0 P K=1 TO T
210 ET E=Y(K)/(040)
220 IF E>72 THEN 300
230 PFINT "*"; TAN .E); "*"
240 NEXT K
250 STOP
30e LET E=71
310 GOTO 230
-400 END
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COMPUTER-BASED TEACHING OF ORGANIC CHEMISTRY

Stanley Smith'
\

'Department of Chemistry
University of Illinois"4

Urbana, Illinois 61801

Increased demands for high quality chemistry courses for
students with diverse backgrounds and objectives provide a
challenge to the development of innovative and more effective
teaching' methods.

A tutorial procedure, in which each student has the complete
attention of the professor, would meet the educational needs, but
the many students involved and the high cost of this approach
prohibit extensive use of this method. However, the development
of computer-based educational systems makes it possible to
approximate closely the one-to-one correspondence between a
professor and a strident and Offers techniques for providing many
students with essentially individual attention at acceptable cost
levels. One of these systems, PLATO (Programmed Logic for
Automatic Teaching Operations), developed at the University of
Illinois, has been programmed to present various aspects of under-
graduate Lcourses in organic chemistry. 'Unlike films, television
lectures, and, all too often, live lecture's, PLATO is not a passive
learning aid. The student is directly involved. His decisions and
his actions control his progress.

In the present PLATO system, each f twenty student terminals
is equipped with a television screen an a keyset, which elosely
resembles a typewriter keyboard. InTo tion displayed on the
screen may consist of words, numbers, formulas, graphs, or diagrams
drawn by the computer or images selected by the computer from a set
of slides. By the superpositioning of computer plotting and slides,
complex structures,.formulas, and diagrams can be easily presented
to the student. In turn, through the keyset, the student asks and
responds to questions, supplies parameters for calculations to be
performed by the computer, and suggests reagents for chemical
reactions which the computer is to illustrate. Since the computer
can accept and respond to chemical terminology, it is unnecessary
for students to be acquainted with computer programming techniques.

Verification of a correct response or the correction of an
error requires less than a second. If the instructor wishes, the
student's progress through the lesson material may be controlled by



4-40

416

the number of errors he makes. If the student has difficulty,
extra help can be provided automatically. A printed record of each
student's work is provided for the instructor by the computer,
making it possible for the progress of any individual to be
reviewed in detail.

A summary of the lessons currently in use is given in Table 1.
These programs combine tutorial techniques, drill, and simulated
experiments to develop chemical principles.

Table 1. Summary of Organic Chemistry PLATO Lesson

1. Introduction to organic structures and nomenclature.
2. Structure, nomenclature, and reactions of alkenes.
3. Properties, nomenclature, and reactions of alcohols.
4. Aldehyde and ketone chemistry.
5. Introduction to aliphatic synthesis.
6. Multistep, aliphatic synthesis.
7. Introduction to electrophilic aromatic substitution.
8. Multistep electrophilic aromatic substitution

reactions.
9. Introduction to nmr spectroscopy, chemical shifts,

spin-spin coupling, and interpretation of the proton
nmr spectra of organic compounds.

10. Carbohydrate chemistry. .

11. Simple and fractional distillation.
12. Qualitative organic analysis." Identification of

unknown compounds by 'combination of spectroscopic
and chemical techniques.

rr

Of particular interest is the use of simulated experiments. In
textbooks and lectures, the results of important experiments are
usually given as facts to be learned. Although it is only rarely
possible to allow those in a large class to do these experiments,
the computer can be,programmed so that each student may conduct
simulated experiments.

The geheral concept used in these simulations is to allow the
student to ask the computer to perform a series of experiments and
report the results. When the student is satisfied that he has
devised the correct experiment and understands.the results, he may
proceed with the program. Of eo4rse, he is immediately asked
questions which can be-answered if the correct experiments have been
done. If the studeA cannot answer the questions, the program
indicates the type of experiments he should investigate and directs
him to that part of the lesson. It is hoped that this procedure will
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encourage and reward learning by discovery and analysis, thus

providing a depth of understanding which only rarely results from

learning by rote.

The bromination of ketones is used here to illustrate this

approach to learning. Figures 1-3 are photographs of the television

display on a student terminal. Figure 1 shows the screen before any

experiments have been run. In previous frames the student has been

advised to select values for the concentrations' of the two.reaAnts,
sodium hydroxide and bromine. In Figure 2, three student-selected

experiments have been recorded as graphs of % yield of product vs.

time. The first experiment is plotted as a series of ones, the

second as twos, etc. It should be noted that experiments 2 and 3

give exactly the same curve. The student may perform as many

experiments as he wishes, each expepiment being completed in about

one second. When the student chooses to go on, the question given

in Figure 3 appears. Here he must indicate how each of the reactants

affects the rate of formation of the product of the reaction. When

an incorrect answer is given, the computer automatically suggests

further experiments and returns the student to the display shown in

Figure 1. It is important to note that no clues are provided by

the format of the questions. The 'computer has been programmed,

through key word judging, to analyze the validity of the student's

responses.

Development of the facility to outline suitable schemes for

the synthesis of compounds is also an important component of intro-

ductory courses in organic dhemistry. Even relatively simple

molecules can provide a stimulating intellectual challenge to

beginning student's. However, to encourage imaginative approaches,
it is impsrtant to allow each individual wide freedom in the choice

of starting materials and reactants. In addition, rapid evaluation

of the correctness of a proposed synthetic scheme promotes interest

and confidence.

Algorithms,have been devised which permit the PLATO computer

system to judge the correctness of,a propose synthesis by computing

the structure of the product of each step lb:the reaction,

displaying the structure on the student's screen, and comparing
the structure with that of the desired final product. This

approach permits a student to verify quickly the correctness of

a proposed synthetic scheme even though it may be quite different

from that outlined in the textbook or lectures.'

The start of a typical program, at the first semester organic

chemistry level, is illustrated in Figure/it The student is first

asked to indicate the starting material of his choice. Either

formulas, common names, or TUPAC names may be used. The,require-

ment of three carbons or less in the starting material was imposed
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0 CH3

II I

Btomination of C6H5-C-C-CH2CH3 (0.01 t1)

1

H Concentrations

100 NaQH Br2

.01

Time, minutes

Figuie 1. Photograph of PLATO screen. To, study factors affecting
rate of reaction, the student selects various concen-
trations of NaOH and Br2.

4

0 CH3

11 I

0tomInation of .0
6
H
5
-C-C-CW2 CH

3
(0.01 ti)

H Concentrations
100 NaOH Br2,

1 .1

2 2
3 3 3

? .2 .12a
qj 3 .2 . .2

.12 1 gw2 i

lei

2 11
2 1

2 i

211

;1

.x

yield

time, minutes'

Figure 2. The results of three' experiments plotted as yield of
product vs: time a.redisplayed,on the screen. Experiments
2 and 3 give the same,graph.
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Vhat happens to the rate of bromination

ketones in basic itaution when the

toncentratioh of

(10). NaOH is increased

(b) 6r2 is increased

Figure 3. If the correct experiMents have been done, Figures 1 and

22`these questions can be answered. Key word judging is

used by the1computer to recognize a correct response.

4

Type the name 'or formula of the starting
materiel (3-e-erbons or less).

,Stmaing Mettrial:

0
Final .Product :

cH3cii2ccHicH3

for help press Ha),

Figure 11. Start of aliphatic synthesis. The student must indicate

the starting material of his choice.
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because of the desire, for pedagogical reasons,.to restrict these
particular problems to' compounds with relatively few carbon atoms
in order to focus attention.on the chemical reactions involved.
At present, 53 different starting materials are recognized, each

by, several names.

The computer responds to'r a suggested'starting material by
drawing the structural formula and requesting that the student type.
the name or formula of the reagents to be used in the first stew
of the synthesis.

In,Figure 5, propionaldehyde has been selected as the starting
material and in Figure 6,_the reagent for the first step is to be
indicated. Any of 134 reagents, which can be either organic or
inorganic, may be used in each step., Again, ttip promote ease of use,
each reagent is recognized by several names. Additional synOnyms
or chemically similar, reagents may be incorporated into the lesson
in about one minute, even while a.class is using the program.

The product of the reaction automatically becomes the starting
material for the next step, until the synthesis is complete,
Figure 7. Should a given scheme not fead to the product, it is
possible to start over at any stage by pressing a single key.

Since there are many acceptable solutions to each problem,
upon Completion of g synthesis, the student is asked whether he
wants to work the problem'again or try4a different problem.

Type the name or formula of the starting
'material' (3 carbons or less).

I

Ratting t1a to r ia l 4 proplonaldehyde

final Product :
0

013CIVOVHi

for help. press

Figure 5. Propionaldehyde has'ben selected as the starting point
for the proposed s thetis of 3-pentanone.

.rs 4
IQ, Jrit
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A

0
11

CH3C H2 CH

0
.II

CH3CH2CCH2CH3

a To start again press DATA,
Figure 6. ,PLATO has drawn the structural formula of the selected'

starting material. The reagent for the first step in

the synthesis is now to 'be indicated.

0

CH3CH2C11
Ctrig Br

H30+f .

o
11

CH3CH2CCH2CH3

The synthesi s s completed.
to .work THIS .probl em again press Dinfi.Jo so on press NEXT

Figure 7. ,Summary.Of the cbmpleted synthesis of 3-pentan9ne.

CrO,4

,ti nJ '



A-46,

Syntheses involving electrophilie aromatic substitution have
been programmed in a similar way, with the computer again showing
the product at,each stage of the student's synthesis; and; where
several isomers are formed, e.g.., ortho- meta -para mixture, the ,

composition is computed from appropriate linear free energy"
relationships and displayed on the screen so that the student. can
.deVelop a general awareness of4somer distribution in these
reactions.

The current introduction of the PLATO IV system, whichj
utilizes plasma panels, will make it poss1 le for up to 4,000
terminals to be operated from a central c puter.
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Compu-eker-Assisted.' Instruction in Chemistry at Pitt .

E. E. Tratras and K. J. Johnson
Department 9f.. Chemistry

University of 'Pittsburgh .

'Pittsburgh, Penna. 15213

Sixteen tutorial-drill CAI programs were made available to
freshman chemistry students during the fall term of 1970. They
have been implemented on an IBM 360/50 computer, using the'Pitt
Time-Sharing System (PTSS). PISS supports the CAI language CATALYST/

PIL. CATALYST (Computer Assisted Teaching and Learning System) is
a lesson-designer oriented language developed at Pitt. PIL (Pitt's
Interpretiye Language') is a JOSS - derived conversational, language.
The CATALYST/PIL interface provides a nearly ideal CAI language for
both lesson designers and students.

Arithmetic Features

tOne of the most attractive fea es is the ease with which

students can make chemical calculati ns. In addition
&
to the stand-

ard verbal and numeric answers, CATALYST/PIL will accept arithmetic
expressions. For example in an ideal gas law problem the answer
might be typed as follows: .

t,

)185*2.5*(50 + 27 9/(273*760*.75) .

The answer to an equilibrium hydrogen ionvoncentration problemk__
would 4e given (approximately) by

>(0.185*1.8e-5)**(.5)

If the student is interested in the magnitude of the answer or.
if the problem involves.more than one arithmetic expression, the
PIL processor is made available when the student types "calc". The

following is part cf a lesson drilling percent composition:

The computer dialog is in upper case.

WHICH OF Tr FOLLOWING MINERALS IS RICHER IN COPPER?

MINERAL MOLECULAR WEIGHT

(Cu)5Fe(S)4
, (Cu)2S

502 GRAMSMOtE
159 GRAMS/MOLE

(HINT: DETTRMINE THE PERCENT Cu I BOTH MATERIALS)

e-**
0.,ral
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>calc

READY

>type 5*63.5*100/502

5*63.5*100/502, = 63.24701

>type,2*63 5*100/159

2*63.5*100/159 = 79.87421

>return'

RESPOND TO LAST QUESTION

>Cu2S ;

CORRECT. kw, .

a

The response "calc" brings PIL to the foreground. 'PIL types
"READY4!4,, and the student can use the desk calculator-mbde .as, is
done here, load a prewritten program or write and execute a PIL
program. When he has the answer he reactivates CATALYST by typing
"return". CATALYST then asks for his response to'the last, question
and continues.

PIL arithmetic functions are very close to English. For ex-

WHAT IS THE (APPROXIMATE) pH OF A 0.147 MOLAR ACETIC ACID SOLUTION?'

(Ka = 1.8E-5)

>calc

READY:

>type - the log of the square root of (0.147*1.8e-5)

- the log of the square root of (0.147*1,8e-5) = 2.788705

>return

RESPOND TO LAST QUESTION

>2.79

VERY GOOD. NOW, . .

Another useful arithmetic feature of PIL for CAI applications
is the pseudo random number generat*r. At any point the lesson
aesigner can acquirea random number uniformly distributed between
zero and one. To distribute the number between arbitrary-limits a
and.b, the simple algorithm

r
ab

(b-a) r
01

I I
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is used. For example if a random temperature between 273° K and
373° K were desired, the expression

T = 273 4- 100 * r
01

would be coded in the CAI lesson. Then if the random number generatof
returned a value'of ieo, T would be assigned the value 273, If r01
is one, T becomes 373.

We have utilized these, arithmetic features of the CATALYST/PIL
interface in designing the CAI molecules. Most of the lessons drill
numerical problems in the areas of stoichiometry and aqueous eqUili-
bria. These problems frequently include PIL-generated random numbers.
Thus no two students will receive the same numerical problem. The
format of the problems are fiked,'but the values of the parameters
(e.g. temperature, mass, concentration, etc.) vary randomly.

The sixteen CAI lessons are described briefly elow.

Name

Stoich: 1

Stoich: 2 Four problems reviewing molecular weights, grani-
mole, molecule -more, and atom -mole conversions:

Stoich: 3 Four problems dealing with percent compositionof
tetal chlorides, molecular weight of an element
from its isotopic mass and abundance and the
empirical formula of a compound. if ,

Stoich: 4 Five problems on the relationship between moles
and gram-atoms, use of Avogadro'd number,nd
weight-weight. stoichiometry.

Description

Seven questio s reviewing molecular weights, gram:.
mole and mole e-mole conversions, empirical form-.
ulas and per nt composition problems.

Expert: 1 Simulation of stoichiometry experiment to find
the empirical formula of'a copper and sulfur
compound; consisting of two parts, an 'experimental
section and a section of questions relating to the
properties of the'subStances used end experimental
techniques:

Gas:. 1,

tr

Gas: 2.

Six.problems,on pressure, volume
relationships of ideal gases.

1o;

TOUT problems covering gas laws,
diffusion and Dalton's law of pa

and temperature

Graham's law of
feral pressures.
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Three problems on colligative.properties of 801U-'
tions: freezing point depression, boiling point
elevation, molal solutions and molecular weight
determination.

Bonding: 1 Twenty-one questions reviewing periodic properties
/of the elements, quantum numbers, magnetic properties;
no calculations (periodic table is necessary).

Faraday: 1 en problets on the application of Faraday's law:
mole-faraday, amp - coulomb / current -time conversions

and the amount of material involved in oxidation-re-
duction reactions.

.

Seven questions discussing acids, properties of
electrolytes, dissociation and law of mass action;
no calculatione.

Four problems covering hydrolysis' reactions,

dissociation constants,,mass action expressions,

Aqeq; 1

Aqeq: 2

Aqeq: 3 Four problems calculating hydrogen ion concentra-
.-

. tion, pH, hydroxide ion concentration, p0H, and the
dissociation constant of an acid.

Aqeq:: 5 Two questions and two problemS discussing properties

of buffer solutions,, concentrations of species in
solution, and diprotic acids.

Aqeq: 6 ' . Three problems on solubility calculations.

Many .freshmeli have difficulty with chemistry because they are un-
willing to master the required chemical arithmetic. .This CAI faci-
lity eliminatesthe drudgery of working problems because the students
use the computer 'to do the calculations. We believe that this
teaching aid wilI make learning chemistry more interesting for
average and, below average students.

Other Features

These lessons are written so.that at any'question, if the stu-
dent needs more information, he may ask for "help". .The following
example froth Aqeq: 6 illustrates this feature along with the
random number and arithmetic features.

EXERCISE: THE IONIC SOLID MX2 DIgS66fATES AS FOLLOWS:

MX2< -==? M( + +) + 2X(-)

a
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IF THE SOLUBILITY* PRODUCT, KSP., IS 6,14,09E-16, .

CALCULATE. THE SOLUBILITY. OF MX2 IN PURE WATER.

.r!

>help

WANT SOME HELP Jr THIS POINT?
.

.

LET Z EQUAL pit BOLUBTLITY OF MX2 IN MOESILITER.
THENTT'FOLLOWS THAT IN THE SATURATED SOLUTION,

r

-.`'.

(M(++)) * 2 MOLES/LITER
(X( -)) 2*Z MOLES /LITER .

AND (M(t+))*(X(-)**2 = kno

NOW TRY THE PROBLEM AGAIN.

>( 6. 409E-16/4 )44( 1/3 ).

RIGHT. NOW, . . .

Here the value 6.409E-16 (6.409 x 10
-16

) ft4a.randoM numbet un-ffopniy,.
distributed between 4.670E-16 and 4.670E-10.. The stuaent asks for -

help, receives a hint and is invited to try again. He repVeSents
the answer by the arithmetic expression, (6.409E:16/y)**(1/31, 70031ch
is equivalent to [6.409x10-1611/3.

4 '

The student is given two or three chances to respond.6orrectly.
If he faili to get the right ansiger the computer supplies'it.
hints are sometimes automatically given as in the next -eXamp1e.

413.

i IF YOU REACT 1,254E40i GRAMS OF SILVER AND 6.274E+00 GRAMS OF SULFUR
WHAT WEIGHT OF SILVER SULFIDE CAN BE FORMED?

(MOLECULAR WEIGHT OF (ag)25 =247.9 G/MOLE)

>help

2 Ag + S ----> A08

CALCULATE THE G -ATOMS OF SILVER AND SULFUR. ,DETERMINE, WHICH REAGENT
IS LIMITING AND WHICH IS IN EXCESS.

>0

CHECK TO SEE IF YOU CALCULATED THE G-ATOMS OF EACH ELEMENT
CORRECTLY: ,

1.254E+01 G * 1 G-ATOM/107.87 G = 1.163E-01 G-ATOMS Ag
6.274E+00 G* 1 G-ATOM/32.1 C= 1.960E-01 G -ATOMS S,

THEREFORE SILVER IS THE LI4ITINq REAGENT.
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>0

.THE'SOLUTJON, IS:

WT. OF (Ag)2S+WT. OpAg,IN GRAMS * MW OF (Ag)2S) / (2*AW OF Ag)

= 1.2,54E+01 G * 247.9 G/MbLE * 1 MOLE/(2*107.87 G)
THE ANSWER IS 1.440E+01 GRAMS.

. YOU HAVE MADE 6 MISTAKES. ,

N.

YOU HAVE NOT COMPLETED. THE ENTIRE LESSON.
PLEASE REVIEW SOME MORE AND COME SEE ME AGAIN SOON!

HAVE A GOOD DAY!

MEND OP, JOB ,.

Other features including "skip", 'bti.ck" and,"COMment" are

,- being coded into the CAI lessons tor more versatility. If a stu-

dent wishes to skip the question just presented, he can type "skip"
Or "4:1" and he is' branched to the next queStion. The,back. feature

'aaaowi a studint to go back question by question if he wishes.to
review a previous problem. He accomplishes this by typing ."back"

' or ."-1". The "comment":teature enables a student to type his ol5inion
,of'the lesson, or any,suggestions at the terminal while thoughts

: are still fre8h,irl his mind.

. . ..

,' Also, a complete management system is being developed to

. provide. .feedback on lesson uSe. SpespiAl PIL datasets will be.

loaded whenexecution of a CATALYST!Iessort:begins. These PIL

datasets will r7cord: whith quesgoni are answered correctly or
incorrectly;' how ofte a help or hint is used, and horw effective it

is (i.e.,"whetherthe q tion wasanswered correctly or incorrectly
after the hint is presented-); normal and abnOrbial termination oP a
lesson; the total number of right, and wrong 'responsqs; the'ftumber of

'times each question was.skippetorrepeated; and the, comments and
suggestions typedby the student. This information will piftpoint'-
problem'areas in the lessonsand help us create more effealve,
teaching modules. ..-

. ,

Evaluatign' -. 4 .

So par student feedback has been encouraging. The students
.enjoyed 'using-the lestont'and are asking for more programs. Student

Opinion obtained fr9m an attitude questionnaire indicates t..,.h.:ffp,the
A

timem required,t0,11se the programs was well spent and that CAI is- an

effective teaching tool. 'Students also recommended -continyed develop-

ment of-the-program in freshmen chemistry and that, they would.;
participate id -similar programs in oherlcourses if given the oppor- '

tunity. ,Th* following student comments are takft frog the CAI.

quest
,'

ionnalre: .
-

- .

.

, 0, , ,...,
..

t

.5
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"I found working with the computer very interesting and enjoyable.
Because of this experience.,.., Pam thinking of taking some courses

in computer programming."

"The idea of computer-assisted [instruction] programs is great..."

"Once You've read the material, and understand it (outside of the
computer room), I feel it can be an invaluable study aid... Thank
you for the opportunity."

"It gives me more confidence in my work and motivates one more.
find that I'm enjoying chemistry a lot more because of it."

"I sincerely hope triat the computer program will be continued and
expanded for the, rest of Chem. 11 and onto Chem. 12 material."

"...I am really glad that...CATALYST was offered to me and I hope
that more CATALYST will be offered for the rest of Chem. 11 and

Chem. 12."

have also found this method very effective in my biology course."

"The computer is very witty:"

Predictably, the students most enthusiastic about CAI are the
A and B students.* Yet the emphasis is on tutorial-drill lessons for

average and below average students. Mobt of the students in this

latte'r group "can never find the time" to locate a terminal and try
out the programs. It is hoped that with increased availability of
terminals and with the development Of a more complete and effective
library, of-RAI programs, this motivational problem will be solved.

We plan to continue the CAI-project at Pitt. We think that with

care we can provide our freshman cheistry students with a learning
aid that will make the study of chemistry more interesting and
exciting.' And we think we can provide the instructer with a tool
that will make his teaching more effective.

et
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Direct Classroom Use of,0 Time-Sharing Computer

in Chemical Education

Philip E Stevenson
Department of Chemistry

Worcester Polytechnic Institute

I. General Considerations

There are many topics in'the undergraduate chemistry curriculum

where complicated mathematical formulas are necessary for quantitative

,descriptions of phenomena. These topics range from ionic equilibrium

in freshman chemistry to advanced areas in quantum mechanics and sta-

tistical mechanics. While teaching these topics, the instructor

equipped only with the conventional blackboard and chalk simply cannot

demonstrate quantitative application of these formulas, except perhaps

by reference to previOusly calculated quantities, or by the use of

hand-waving approximations (aS in ionic equilibria), or by the use of

very simple idealized cases (such as the Ideal Gas Law).

However, with the use of special
0
computer programs, previously

written, debugged, and loaded into a time sharing computer system (such

as the RCA Spectra 70/46 at WPI), an instructor wit a remote time

sharing terminal at his side can demonstrate ;these quantitative calcu-

lations.to his classes. He need only type in a line or two of input and

wait a moment for the results. The student question, "What.happens if

we change the value of to is easily answered,

In this paper I will discuss a number of such programs that 1 have

written, some with the assistance of WPI undergraduates Completed

programs include,"DIATH2," for computation of the binding energies of

H2 and H
.2+

, "SHMO" which performs Hiickel MO calculations, "ACID" and,
s

"BASE" for simulation of weak acid-strong base, and weak base-strong

e"?
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acid titrations, respectively, "GASLAW" for calculation Qf, pressures by.

van der Waals' law, and "FEF" for calculation of Iree energiesof re-

action fog arbitrary temperatures. Programs in develOpMent or 80ntem-

plated include "SALT" for simulation of precipitation titrations and

programs in the areas of reaction kinetics and statistical mechanics.

First, however; I would like to discuss some of the'general aspects of

writing such programs.

To begin, one must choose a computer language. At WPI, this

choice is among BASIC, FORTRAN IV, and TFOR (time-sharing fortran).

Each language has its own advantages and disadvantages. FORTRAN IV is

computationally the most Itowerful of the three. This computatiOn power

was necessary for "DIATH2" which requirell double precision arithmetic

for integral evaluation and for "SHM01! mtich utilizes "EIGEN" from the

IBM Scientific Subroutine Package for matrix diagonalization, "ACID"

And "BASE" are in FORTRAN IV because they were developed frpm a pre-

viOus batch ogram written in WATFOR. In addition; source program7, ,1

a4FORTRAN IV normariX in card form and can be safely stored and easily

be edited, auplaated and distributed. 4FORTRAN IV has three serious

disadvantages, however; Any change in a program requires a batch run,

,

/1

so one must wait7'for whate er-turn aro,uhd time one's computer center

imposes, in order. check 'the results the changes Input format
A .. .

.

requirements are fairly kigid. Por instance, one Must right-justify

all exponential and integer input. Finally FORTRAN IV load modules in

the RCA system are large and non-sharable and sometimes generate paging

problems. "DIATH2'for instance has a load module that is close, to LOOK

bytes long. Four users executing"DIATH2'slmultaneously wowad be, uti-

lizing about 40$k of the availabre drum pages, and these page's would be
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swapping in and out of core'often enough to decrease significantly the

CPU efficiency. TFOR and BASIC on the'other hand are not as computa-

tionally powerfUl as FORTRAN IV, but are interactive, so that program-

ming errors can be immediately detected and remedied,'have relatively

few input restrictions, and use much less core and druM space for

'1Having chosen a 1 nguage, one Must next obtain a properly exeCut-
,

object coding.

ing algorithm. Often one already has this in a'batch program or a pro-

gram obtained from elsewhere. Then one must devise an input-output

scheme that is suitable for interactive execution of the prOgram and

suitable for the kind of terminal which one will be using. My personal

preference is for teletype because it'is the cheapest kind of terminal

and because it produces hard copy. Its' disadvantages are noisy opera-

tion and slow output (10 characters per second). In, any event, one

wishes to rogram for minimum input, and relatiyely small amounts of

IPoutput. ne should keep in mind that the interactive nature of such

programs allows one to use output from an earlier part of the program,

to influence input to a later part of the program. If one has written

hiS program in FORTRAN IV, one must provide some way of aligning ihput

to the expe_cted input foimat. I do this by outputting strings of char-
.

acters just ahead of input lines which show me where to place ,the input.

Finally, it.is a good idea to have the program type out instructions'
4

for its own use.

The kind of problem one would choose for this sort of interactive

program ideally would use a very small number of parameters as input,

do lots of computation, and enerate a modest number of significant

results. I feel'that the specific programs which I will now discuss

more or less meet these criteria.

f.
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411 TT. "nTATH2"-A Program for Demonstrating Chemical Bonding in Hydrogen

H
2
and H

2

+ are traditionally the first molecules encountered

by the student of quantum chemistry. At some point in his intro-

duction to the subject, he sees his instructor dutifully derive

formulas for the energies of the valence bond'function for H2 (1)

and the molecular orbital functions of H
2

(2) and H21 (31. He May
....

even encounter the Weinbaum (4) and configuration interaction treat-

. Ments. However, when it comes to numericallresults, all he encounters

are tables and perhaps a dissociation curve or two. He never sees

nor participates in the process of calculating these results. If for

this lack of participation he concludes that quantum mechanics is a

"black art", he is not without some justification.

However, with the aid of a computer and a prOgram, "DIATH2",

described here, it is possible for the quantum chemistry teacher to

add numerical results to his classroom di4cussion of H
2
and H

2
+.

Using a remote terminal connected to a time-sharing computer, he may

enter arbitrary values of the internuciear'distance, R, and ls

orbital exponent, 0 and obtain the resulting energies within seconds.

He could enter the "book" values of R and C, or with somewhat more

expenditure of, time, search fortheir optimim values. He could assign

the construction of optimized dissociation curves as homework.
ti

The program treats the various wavefunctions for H2 and H2+

which can be constructel from ls orbitals centered on each nucleus,

namely the valence bond function of H2, the molecular orbital func-

tions for H
2
f and H

2
and the simplest configuration interaction

function for H2. The Weinbaum treatment is omitted, since it is,

el. 7
4.04



4 -58

formally identical to the configuration interaction treatment. The

program, written entirely in FORTRAN IV, takes the input values of

R and.C, converting R itlo atomic units, if necessary, and evaluates).

all the necessary integrals involving components of the Hamiltonian

operators over is orbitals (Eq. (1)) on the two nuclei..

is =
3/2 ,1/2

eCP (4)

The program then evaluates the electronic, total, and binding'

energies for the valence bond wave function, the molecular orbital

wave functions for H2+ and Her and the configuration interaction wave

function 2
. At the users option, any or all of the output may be-tyk)e4

at the terminal for immediate inspection. Any output not typed is

printed off line for later tise. An auxiliary subroutine "PARAB", is

available which constructs aq)arabolic curve when given three points.

It also gives the extreme point of the curve. This is useful when

one is bptimizing for or R and desires a quadratic interpolation.

The use of the input distance R = 0.0 results in output pf the elec-

tronic energies of He+ and lie.

I have used this program in my Molecular Orbital Theory course.

Student enthusiasm was high, and number of points were brought out and

clarified which are often confusing or not appreciated'. These points

included the incorrect dissociation of the molecular orbital function,

. the united atom picture for electronic energy, and the role of orbital

contraction. Application of the variation theorem was rather effec-

tively de-itilstrated. However, in the course of an eighty minute class

period, there was only time enough for a thorough discussion of H2+.3'

4'
Thus in future years, I plan to aasign homework problems involving

student use of the program, as well as use it for demonstration purposes.
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III. Ionic Equilibria Progrars

Ionic equilibrium is traditionally one 'Of the most difficult

topics in the freshman chemistrl, syllabus. The combination of complex
4

relationships among the variables, the need for such complicated

mathematical techniques as the method of successive approximations,

and the need to recognize which variables can be neglected in which

equations proves to be the downfall of many a student, Demonstration

calculations, though.pedagogically necessary, are tedious and time

consuming for an instructor to'perform in'class.

We are writing-a series of demonstration proaraills which simulate

titrations. "ACID" computes a pH vs: volume of base adde curve for

the titration of a monobasic, dibasic, or tribaSic weak acid Aqi

strong base. "BASE" is the analogous program for a monoacidic, d

cidic, 'or,,triacidic weak base. Both "ACID" and "BASE" can also give
$

concentrations of all substances at any point in the titration.. "SALT",

which is still in development, will simulate precipitation'titrations

in which the kinds of ions produce slightly soluble 1:1, 2:1/ 3:1, or

3:2 precipitates.

One mi4ht better appreciate the value of a simulated titration

if one recalls that titrations unify the problems of weak acid and

base pH's, buffers, hydrolysis, salt solubilities, and common ion

effects. A detailed discussion of "ACID" will help clarify this.

One'deals with the equilibrium of the weak acid HA with its ions; 3

HA(aq) = 11+ + A- (2)

(44.]JA]
a

(HA]

ti13
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the self dissociation of water;

. .

H20 = H' + OH-

IHt][0H-] =r Kw = 1.0 x le14 '

the conservation of the initial amount of acid;

[HA] -1. [A-] (,
V
a .

V
a

V.
b

and the cbnservation.of electric charge;

r

(6)

[e] +. [Nat] = [OH'] + [A) (7)

The Na+ ion concentration is known to be:

[Na+] = F
b

Vb

V + V
a b

(8)

.Eqs. (6),(7), and (8) assAimp,that a given point in the titration

is attained by mixing Va ml of weak acid,of.formality Fa with Vb ml

of NaOH of formality Fb. The program, fact, assumes-Va = 50.0 ml

and accepts Fe, Fb and:Ka as input parameters. Vb is the ,independent

variable in the titration and is automatically incremented from 0.0 ml

to a point 20% past the equivalence point. The algebraic solution of

Eqs: (3), (5) , (6) , (7) , and (8) is programmed. The variables, [OH-]

and [A-] are thus' eliminated from Eq. (7) and the resulting cubic

equation in p+) issolveq by the Newton-Raphson method.

One would, of course, never go through this complete solution

in a har0 calculation, but would instead neglect Certain quantities

in Eqs. (6) and (7) and then plug the equations into Eq. (3), ,

resorting. to the method of successive approximations as e la(t resort.

However, most freshmen lack the chemical intuition to be able to know
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01/ what quantities to neglect and when to neglect them. Since "ACID"

calculates the concentrations of,all the ions cn solution without

neglecting any of them, a freshman chemistry instructor can use it

in class to give his students some feeling for the numbers resulting

from ionic equilibrium calculations. .Thus students' could begirt to

acquire the chemical intuition which they, need in .order to master

the subject of ionic eqUilibrium.

I have used "ACID" experimentally in my two recitation sections

.in p102 (freshman cnemistry) at WPI. An ASR-33 teletype was set up

at the side 'of a 30 seat classroom using a TV camera and monitbr to

showithe results to the class. Communication with the RCA Spectre' 70/46

computer at thetWorcester Area College Computation Center was by ele-.

phone.' I spent' approximately 10. minutes at the beginning of class

discussing Eqs. (2) through '(8). Then I obtained the titration curve

of 50.0 ml of 001F acetic acid with ,0.1F NaOH and drew attention to

the equivalence point pH of 8.72. The specific prohlems of the weak

acid solution, the 1:1 buffet and the hydrolysis of the salt of a

weak acid problem were then demonstrated by requesting computation.

of the concentrations of all species in solution at 0,0 ml, 25,0

and 50.0 ml respectively in the titration For°these problems, all

the standard approximations are valid and the program convinced the

students that the concentrations of neglected species are indeed

at least several orders of magnitude smaller than those of the major

species. There, remained time for only one additional titration, In

one class, titration ofamoderately strong weak acid (Ka = 5 x 10-3)

was demonstrated; in the other the titration of a very very weak

acid (Ka = 1.0 x 10- . '2
) was demonstrated. In these two cases at
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least one approximation breaks down in each of the standard problams.

For example, in the.hydrolysis of the salt of the very very weak acid,

''the self-ionization of water (Eqs. (3) and (4))is significant, These

breakdowns wate clearly demonstrated,

Student response to the program is difficult to gauge at the

time of this writing (the third day following the demonstration). The

-students asked very few questions and there was little spontaneous

response in-class. After class, however, one student asked me how to

execute the program from the student teletypes; another complained of

poor legibility of the numbers on the Screen (a minOr'Change'in format,

will alleviate that problem); and a third said the demonStration was

fascinating. The real test will be whother he demonstration enables'

the students to show an improyedperforeance On their eXamationse

My feeling is that this.will Happen,.

S

9's
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IV. Other DemonstrIta.on Programs
, ,

a. ¢u.antum *C4PastrY,, _

IJIave written an int4actiN16progeam; "SHM0-,' which. performs
. -

simple HUCkel,NO-leuldr Input,consists of the

matrix dimension, number of r e;ectrOns and the Hamiltonian ,ma ztx'ele-k

ments in tints of 6, Teletype utput consists of ei4envalueS, charge'
,

densities, and bOnd orders for bonded atom pairs. In addition,' a com-
.

,

plete output list is generated off line.. The 'program makes use-cif the
. , .

SSP matrix diagonaliza4on subrcrutine "EIGEN.' In addition4 my 'research
vc

level program, "NEMO" (for Noh Empirical Molecular' Orbitals (5)) is see

up for interactive, teletype execution: Here too, a seleceion oCoutput.

is typed on teletype, and the complete ou,tput' listis generatedfoff
0 Y - 44.

line. I make use of these two programs' and "DIATI-12P in my quantum.

theo2y cdurse,

b. Statistical Mechanics

-I have recently assigned a< freshman hon9rs-lab student to pro-.

gram the following problem: Given a fixed number of identical 'indi-
. ,

t

stinguishable particles possesSing a Eitxed total energy, 4nd free to

move in,a spectrum of. evenly spaced one particle energy levefsps:CompUte.

the probability diStribuCion.of'particleS in' these levels < Thi's pro7

gram is Intended to. generate a Eoltmant ditl-ibution.by,simple count-

ing of particles and will compute distributions for large vallies'of

and E followii-ig a h&nd calculated deMotstkation fbr small numberi'epc)i'

as N = 3 particles. and E=-.6 units of en gry, The energy spectrum is

.
assumed to consist of-evenly spaced 1eVel \with separations of ope unit

starting at =

c. Thermodynamics

One of my students has just completed a program, "GA 4AW,"

which computes the Ideal and van der Waals' pressures.Of gases, given
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T, V, and N, as input. A table of parameters, a and b for common sub-
,

stances is stored in the program, but ,the user can supply his own

values if he wishes: This program can be used toprovide,a quantita-

tive basis for discussions of deviations from the Ideal Gas Law.

She has also nearly completed a program,"FEF," which tests the

-validity of ,the approximation

-AG .= AH° TAS° (9)

where AG is the free energy of achemical reaction at an arbitrari, tem-

pekapu.re T.and AH° and AS° are thestandatd(i= 298°K) changes in

enthalpy- and entropy respectively. The test is through comparison with
, ,

ihe'Bore,acctirate

AG EH (T) TAS(T) (10)
k . r

where heat:capacity data are used to evaluate ,1H(T) and AS(T) explicitly

for the 'given temperattire T. A table of heat capacity coefficients' is

Stored iq the program.

Another student.is working on a program incorporating van der
- -'

Waals' law and the criterion of inherent'stability to generate P vs. V

4.sothertits to ,demonstrate the phenomenon of condensation of a gas to the.

., liquid state.

'd. Chemical Kinetids

,..Ai outer is starting a project to simulate the time

development of chem.-cal reactions for a variety Of reaction mechanisms.

,'
writtenHe ha,blready written a program for the oneLstep;first7order, irre-

:versible reaction
.1 k

A B (11).

and is working on the consecutive two step reaction

k
b

A
a

B

where both.reactions are first order and irreversible,
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V. Program Distribution

"DIATH2" is currently available through the Quantum Chemistry

Program Exchange, Chemistry Department, Room 204, Indiana University,

Bloomington, Indiana 47401. As the remainder of programs become ready
.

for distribution, they will also be available from QCPE.
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Footnotes:

1. These formulas can be found in any itandard introductory
quantum chemistry text,. For exaMple: L. Pauling and E. B.
Wilson, Jr., "Introduction to Quantum Mechanics," McGraw-
Hill Book Co., New York, 1935. pp.'326-353.,-

2. The specific foi-iftolaS'aie not repeated here since they'are
readily available.

. .

3. This discussion is 'limited to the case of the monobegic weak.
acid HA. However the program algorithm is capable of hand-
ling H2A and EiA as well, i .
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THEORETICAL CHEMISTRY

by

Lawrence C.. Snyder'

Bell Laboratories

For years Theoretical Chemistry has existed as two distinct

disciplines; Quantum Chemistry which has been mainly concerned

with the electronic structure of isolated molecules in their

ground and excited states, and Statistical Mechanics which has"

developed sophisticated ways to deal with the macroscopic

properties of ensembles of weekly interacting molecules. The

members (' these disciplines have had rather little to say to

one another, even though the molecular interaction potentials,

required for the theories of statistical mechanics were almost

sure to be generated by the Quantum Chemists.

The Theoretical Chemistry session exhibits the first stages

of-a joining of these disciplines which will initiate a fruitful

new age of Theoretically Chemistry. The member role of the

_ .

computer in making this synergistic match will be apparent from

these talks,
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COMPUTERS AND THE SCHRODINGER EQUATION AS,A RESEARCH
INSTRUMENT AND A TEACHING TOOL C.

Arnold C. Wahl, Chemistry Division
'Argonne National Laboratory, Argonne, Illinois, 60439

Introduction

There exists a wide spectrum of computer appli-'
cations in chemistry research and teaching as evidenced
by this conference. These applications include sophis-
ticated interactive automation of and, data processing.
f,or experiments?x2, the ecolorition of organic
synthesis3, semiempirical4 and a priori5 theoretical
calculations, in addition to a wide variety of siDa-
tion studies in chemistry and chemical engineering.
In many ways these computing systems can be used as or
as part of,a research or engineering instrument or as a
'teaching tool. One of the most intriguing and

. prophetic applications of the computer which has
developed dramatically over the. past 10 years is in the
a priori modeling of atomic and,molebular-striacture.and
TundamentAl chemical processes. 111-.e reason that this
area is ,exciting is that it provides a means for.ob-
taning chemical information independent front experi-
ment. Further, if reliable atomic and molecular
characteristics can be obtained from such a riori
theory they then can be fed into the mathema ca
machinery of thermbdynamics, molecular dynamics 'and,

. statistical mechanics to yield the bulk properties of
matter, again indeRendent fro experiment. We must,
of course, be very cautious in making.such claims and
our ability to make them at present rests ultimately
op our facility in approximately, solving the Schrodinger
equation for groups of atoms and, molecules. In the
next section we-will briefly discuss this capability
and then illustrate how it chn,te conyeniently 'used in
research and teaching.

'10... 4.40 el

AV
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Various a priori Methods, for Approximately Solving the

Schrodinger Equation for Atoms and Molecules

A wide variety of methods have been.developed
both formally and tomputationally_for obtaining molecu-'
lar wavefunctions and propertiestV There exist both
variational. , semi - variational and non - variational,
schemes. In smessAg the utility of 'these methods it

,becomes clear that they are in ,general fairly costly
and must be pushed close to their nengineeting" limits
in order to-reliably obtain interaction and excitation.
energies, within ± .lev and other properties within 5%.
Often this or higher accuracy is needed if even quali-
tative contact is to be made with modern experiments.
It is also clear that except in special caset, of whi
there are-many examples, the Hartree Fock mddeI canno
yield chemically accui..ate potential curves and surfaces
due to its two.shortcomings. I) The constrained form
of the molecular orbitdl picture which fcrces dis-
sociation of the system to improper asymptotic frag-
ments and, 2) the increase in correlation energy
associated with molecular formatiOn.

Although wavefunctions of nearly Hartree FOc02a.'

quality have been computed-for surface's and large
molecules for some time , it has only been recently
that 'methods beyond the.Hartree Fock level have Yielded
useful precigon (.except nil- H3) in potential curves
and surfaces-:-' Another recent advance which opens many
previouely.itachievable 'areas of chemical interest to.
a priori, techniques is, the apparent ability to evalu-
ate Van der Waals intewqon with a precision of about
10% and possibly betterx:,Dm.

In'stimmary -a Combination'of,Hartree Fock,
,Multiconfigtiration,Hartree-Fock, Napural orbital,
Straight configuration_interaction.calCulations, and .'

pair theory when appropriately used show promise of.
producing;in a systematic way chemical bond strengths,
long range'interaCtions, energy surfaces, term values
and many moleCthar properties at a level of.accUracy
useful_ to the chemist. Further conservative, estimates
of.futUre advahcesin theory, teChnique and computer'.
technology predict that such calculations:will become
an everyday tool of the chemist. , In the naxt section
I will present some typi.Caa examples of such

A A

-.1258

4



5-4

calculations and then discuss how this relatively new
quantitative facility can be interfaced utilizing some
concepts of computer interviewing and!artifical
intelligence with the non specialist and perhaps with
the student.

Some Examples

All of the above methods, when properly imple-
mented and thoroughly applied are capable of yielding
chegically accurate values of many atomic and molecular
properties as well as a good description of the inter-
actiondenergy between atoms and molecules.

I wouflp now like to briefly review the method and
techniques (Optimized Valence Configurations) which
we have been developing in our laboratory and illustrate
their application to three areas: 1) Chemical bonding,
2) Vander Waal interactions, 3) Chemical reactions.

The essence of our scheme named, "Optimized
Valence Configurations" is to take into account
those changes taking place as the molecule forms.20
This goal is achieved by 1)

dissociation
those configura-

tions necessary for proper dissociation of the mole-
cule to Hartree Fock atoms, 2) inchlding all configur-
ationswhich exist in the molecule but vanish formally
in the dissociated atoms, 3) including configurations
which describe mainly atomic correlation but whose
.contribution changes within a numerically defined.
threshold of significance as the molecule forms, An-
important feature of our method is that use the
multiconfigurational SCF (MCSCF) technique to form
all orbitals occurring in all configurations, This has
the,very important feature of reducing the number of
necessary configurations drastically,, since each con-
figuration is made as effective' as possible. The first
two classes of configurations are unambiguous, rela-
tively few in number, can be.identified by purely
formal considerations, and yield a potential curve.
which is accurate to within ± :3 eV. The third class
must be selected .by actual computation and are re-
quired for more precision (± .1 eV)..-
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Ghemical Bonding,

The OVC scheme has been applied to a variety or,
moXecules and bond types and is yielding adequate,pre-
cision in describing mblecular potential cUrves.20,35

When all the important, correlation- effects within
and between various molecular Shells'are,investigatedr
it is found that consistent with the philosophy of the
OVC "method these effects do indeed fall into two fairly
distinct categories, the molecufar correlation, which
vanishes when the molecule dissociates into the con-
stituent,atoms, and the atomic correlation, which
passes asymptotically to that for the atoms. The very
weak interdependence or "coupling" of the two corre-
lation'tyPes results into considerable computational
simplification by allowing one in'the spirit of pair
energy to perform MCSGF calculatioris on groups con-
sisting of a cbmparatiVely small number of configura-
tions and to sum their respective contributions 'to the
borading interaction. The calculations on F2 yield a
potential curve which is very similar to the one de-
rived from experiment. Our calctlated36 values of De,
(Je, Re are 1.67, 944, 2.66 compared with the experi-
mental ones of 1.68, 931, 2.68.

Van der Waals Forces

Until'recently little progress had been'madeon
the evaluation of Van der Waals forces by a priori
variational techniques. Sevcral recent daTculations,
however, suggest that the following procedure may be
adequate for obtaining weld depths and posit/on within
ten percent33,37. 1) Obtain a high precision Hartree-
Fock interaction potential; 2) evaluate the intra-
atom correlation using only the doinant atm-LEEFor-
relating MCSCF orbitals as a function of the inter-
nuclear separation; 3)evaluate the contributions from
the dispersion terms. In step (2) it is necessary to
include the terms that represent'enhanced correlation
at a particular atom owing to any significant "transfer
of charge" from the other center in the Hartree-Fock
approximation.

Such partitioning can result' in a great deal .,of
problem simplification. Since each step in this

2,60
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procedure involves dhly a few configurations to be
optimized by the MCSCF process as op'posed to a much
larger number if all affects must be computed
simultaneously. Further calculations indicate that
even higher precision may be obtainable by this
prescription.

Chemical Reaction Surfaces

We have applied the techniques found successful
for evaluating molecular potential curves and long
range forces to the calculations of -q1,§ energy surface
for the endothermic chemical reaction-1°
Li + H2 # LiH + H. These calculations are still in

4 progres6, however, some interesting features have
already emerged. From the nature of the energy
surface E(RH,RTA,9) and the changing form of the
wavefunction it is clear that reaction only takes
place if the H2 bond is stretched to about 2."5 bohrs.
31hen the dynamics involved in a lithium atom colliding
with a hydrogen molecule are considered the necessity
for stretching the H2 bond implies that only highly
vibrationally excited H2 will react with Li.

Automation of a prdti Techniques

Now that a riori techniques exist, which when
carefully applied can yield reliable and independent
information about simple and fundamental chemical
processes (ie. bonding, excitation and ionization, -

collision, chemical reaction, vibtation), it is impor-
tant to consider how such mathematical modeling. can be
made readily accessible to the non theoretical chemi-
cal researcher and perhaps more importantly to the
chemistry student. It is not unrealistic to .imagine'
that much conceptional chemistry on the atomic and
molecular level could be greatly enriched if these
techniques were available tc the student.

In our laboratory we have been developing our
computing systems with this communicatabili y in mind.39
Our BISON system is bas on the following riteria:

(1) Responsivenes to questions r want to the
non-specialized user posed in his language.

(2) Reliability or, at'least, a limit of error
given in the computed result.

eft
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(3) Fool-proof blgok-bok operation, in which the
computing system makes as many correct procedural
decisions as possible in answering a particular chemi-
cal question. Implicit in the concept of being
responsive to a truly chemical question is that built
into this new computing-Instrument must be a great deal
of the specialist's'experience. {However, only that
experienbe which has been demonstrated to yield reli-
able results should be built into the instrument and
therefore unproven methods should not be included in
such an instrument.)

The instrument that we have designed is being
built around BISON, a research System which consists
of a self-consistent field prOgram for large diatomic
molecules, a properties program for the same systems.,
a graphical display program which automatically plots

charge densities, a transition probability
program, a spectroscopic constants program',. and a
crystal field integrals program, all unified into a
well-coordinated operating system which perm-its the
user to do any or all of the above tasks.

This design can be broken down into the following
components. (1) The INTERVIEW MODULE of BISON comewses
with the requestor to define his request more clearly,
to inform him of the computer. time involved, and to pm-
vide him with an estimate of the precision of the an-
swer; (2) the PROCEDURAL-EXECUTIVE MODULE executes a
sequence of calculations to answer thischemical ques-
tion; (3) the COMPUTATIONAL MODULES are used by
Procedure Executive to answer the chemical question.
The system is currently capable of producing Hartree-
Fock wavefunctions and properties for heteropolar or
homopolar closed and open shell diatomic molecules con-
taining atoms from rows 1 through 5 of the periodic A

table. A wide variety of excited states are permitted:.
It will also produce wavefunctions based, on the Adams
localized orbital procedure, as well as solve the. SCF
equation in the presence cf an external point charge
environment (all necessary integrals are computed);
(4) MOTECULAR DISPLAY MODULE. BISON will generate and
plot contour diagrams of the orbital and total densi-
ties cf the molecule. An interesting feature of this
process is that the contours are hunted out and plotted
automatically and appear on 35-mm film as computer out-
put or on an off-line CalComp plotter. This display

)
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feature is
°
particularly intriguing when used to watch

a molecule4 form or tp make comparison between a ta le-
cule in several s4 tes:),'or between molecules of a
homologous seriesifi. This display feature can be used
with Hartree-Fock or multiconfiguration wavefunctiond

It is capable of producing by a priori computa-
tions, electronic energies, potential curves, charge
densities, spectroscopic_constants dissociation
energies, many properties dependent in the charge
density such as dipole and higher moments, ionization
potentials and bond lengths.

The Procedure Executive and Computational modules
have been adequately desdribed previously and we will
not discuss them here, however, we have been changing
and redesigning the Interview Module and further
developing the molecular display capability. In what
followsI will present some of the new aspects of
interviewing the BISON under which are of general
interest in computer interviewing and in the last
section will disucss some features of and recent
material produced by Moledular Display.

The Interview Module

The latest version
42

of INTERVIEW has been de-
signed-to use Argonne's. time sharing system RESCUE43.
This version is in a higrrdr level ,language with good
facilities for string manipulation`". The user inter-
face of this version was designed to provide consider-
ably more flexitility than the older version39.

After some experience with our original interview
program it-became clear that a wider spectrum of users
must be accomodated, the interviewing. system must be
flexible enough to be convenient to a user acquainted
with the nature of the data, while having the potential
to explain what data is necessary, what form it can
take, and what can be done withlit, to a user who is in
need of instruction in these areas. The system must
also be self-explanatory, so little or no preliminary
instruction it necessary for the beginner. However, it
is undesirable for the frequent user to be forced to
toliprate informational-Messages and. explanations re-
garding aspects of the system already familiar to him.

A
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In its most active form, then, the procegsor should
function as ateaching aid, while at its most passive,
it should be a research tool:

To accomodate.usersin both classes, four distinct
levels of interaction are designed into the present
interview system, ranging from full prompting and
explanations to only a single message. We can group
these levels for purposes of explanation into two
modes: novte and expert. Within each of these modes,
the messages can be abbreviated giving rise to four
modes. This basic distinction grew out of an analysis
of conversation. In examining conversations, one finds
that, at a given instant, one of the participants has
control of the direction of the conversation (not
necessarily the. present speaker). This concept of
.conversational control has been adopted in the use of
these modes. The'expert mode allows the user tb enter
data and make commands in any order and at any time
he wishes: The novice mode allows the computer to
choose the area of discussion, leading through various
topics in an orderly manner, developing a data set with
the user, while explaining what can be done with the
data and how it is done.' Through use of-an abbrevia-
tion mechanism, the depth of explanation can le varied.
Along with this concept of conversational mode, how-
ever, comes a unique problem. How-can a User change
from one made to another, with a minimum of effort,
once he has entered a particular mode? This problem
of ultimate control of the conversation, which, of
course, must remain with the user, is salved by imple-
menting a command for_ transfer-from the expert to
the novice mode (namely 'NOVICE'), but allowing a trans-
lex in the opposite direction implicitly, by ignoring
the question asked by the processor and entering a
command legal in the expert mode. Initially, the
user is asked torate his expertise on a scale from 0
to 3, and is automatically entered into the appropriate
anode. Design of the user interface attempted to follow
the useg engineering principles discussed by
Hanson

There are no specific commands in tlie novice mode;
only'responses to the questions asked are processed,
and errors in those responses 0.ndicating a lack of
understanding) trigger further explanation of the

. request. The expert mode; on the other hand, contains'

e-
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commands which can be groUped into two categories, data
commands and computation commands. A data command is
a data nameere exists a flexible, but formally de-
fined list egal data names), followed by a space,
followed by a value, optionally followed by a speci-
fication of units and/or a specification of states.
All irrelevant inforMation is ignored, such as'speci-
fication of units in certain cases. Computation
commands are requests for the calculationof some chem-
ical property. Such commands are simply passed on to
BISON in the appropriate form. In addition to these
scOmmands are systems commands, which can be invoked at
any point in the program, and which are either commands
known to the rescue system or directions to the pro-
cessor, a few of'which are described below.

If the user enter's the command 'HELP', operation
of the processor is temporarily suspended, and the
'help' processor is entered. The 'help' processor will
allow the user to access information regarding such
things as processor structure, legal commands, their
Naning and usage, and other generally comforting ex-
planations. This is a standard part of all processors
in the Rescue system.

'CHECK' is a command useful in the expert mode.
It examines whatever data is presently being created,
and informs the'user of any logical inconsistencies or
insufficiencies. nte user can then anticipate certain
errors before costly computing time is wasted. This
function is built into the novice mode.

'FINISH' performs first the 'check' operation, and
if no problems are detected, writes a Rescue file with
the treated data, which Can then be submitted to BISON.

'LIST' lists the data 8o that it can be scanned
visually for errors w1iich cannot be detected'by the
grogram; such as an incorrect value or a typographical
error.

In addition, there are several commands which cal-
culate such things as the cost of calculation, the
accuracy of results, and the amount of computing time
necessary..

All commands can be prefaced by the keyword 'N0',
which will perform the opposite of the operation
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normally indicated by the following command. For ex-
ample, the input line 'NO IONIZATION POTENTIAL' would
counter any previous command to calculate the ioniza-*
tion potential. When the command 'NO' is irrelevant,
it is ignored. Since commands are recognized by scanning
a table of keywords, they may be specified` by the, mini-
mum number of letters (consecutive from the beginning
of the word) necessary to distinguish them from other
keywords.' In most cases, this number is not greater
than three, and often one letter is sufficient. Thus,
in the above example, 'NO IO' would have been suffic-
idfit. Some commands require the user to specify the
relevant state of the molecule. During execution, the
system remembers a set of one or more current active
states. These apply by default if no state is speci-
fied' for a command which requires one. The default
is ch nged when a user specifies a set of states in a
comma d, or he enters a 'STATE' .command. In this way,
data d computation commands which are common to more
than ne state need not be entered a large number of
times.

Using these commands and the conversational struc-
ture, the processor is capable of both creating a con-
sistent data set suitable for BISON, and serving to
explain the function and form of the data to a user
'who is unfamiliar with the potentialities of the BISON
system.

Molecular Display
5

'

46

One of the most intriguing, novel and'experiment-
ally inaccessible features of the a priori mathemati-
cal modeling of chemical processes is its ability to
yield accurate.electronic charge densities and their
change at arbitrary magnification for an atom, (Chart
1), molecule (Charts 3 and A) or during a process
such as molecular formation (Char 2 and Films), Toni-

, zation, vibration, or chemical r ction (Chart 5).
Currently the BISON system plots quested contour
values of electronic charge der}sit on a calcomp
plotter on 5 millimeter film from the computed wave-
function. Also, one may plot interactively on the 2250
utilizing a precomputed library of atomic and molecular
wavefunctions. The interactive system can be used to
carefulll\and quickly design and-lay out sequences and
charts for educational use. Such coputer produced
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plots have been used in a series of educational films 40

and wall charts41. Further such filmd'and charts
covering different aspects,of atomic and molecular,
structure and chemical processes are being developed as
the accurate wavefunctions describing the system.are
computed. We are-currently experimenting with alter-
native ways of presenting wavefunctions and electronic-
charge densities. Among these are clouds of perspec-
tive dots, shape diagrams (a surface of constant value),

. a raster color TV system driven by a stand alone
computer4,

It remains, however, a challenge to strike abal-
vice between esthetic appeal and quantitative infor-
mation content.

Workshop in Chemistry trom,Computers

.2' We have used the BISON dystem and the above-con-
cepts in a "Chemistry from Computers" held at
'Argonne, 1970 and 1971. Thl,s workshop involved'a
series of introductory-lectures and then use of'BISON
by' the participants on an actual prOblellai:-. The partic-
ipants consisted of college faculty and were not

... theoretical chemists,-, Two projects were completed.
1) To evaluate the dissoeiation, energy and

various properties, for the grOund state of the LiH 4

prol3lcom utilizing the OVC method,
2) To present qualitative and' quantitative evi-

dence as to why the chemical bond in Li2+ is stronger
than the bond in Li2 although a bonding eleCtron has
been removed. This accomplished through the visual
analysis of charge densities and difference densities
and also on the basis of various contributions to the .

total energy of the systems.
)

The participant response to this workshop was
enthusiastic and it was encouraging that in 1 week
with properly desigped tools non-specialists could
successfully attacir on an operational level complex
quantum mechanical calculations.

Summary

The relatively new ability of a priori techniques
for approximately solving the Schroainger equation to
an accuracy which is capable of providing reliable

x.
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I

A

chemical information independent from experiment
stimulates the development of effective means of
interfacing these techniques with the non-specialist
and the student. When such interfaces are coupled
with the ability to display the details of simple
chemicar processes on the atomic and molecular level,
a useful teaching aid emerges which could replace br.
complement laboratory experiments for both student
and working.chemist.

I

A...-t.)"Z3



)

5-14

References,

1. P. E. Day and H:' Krejci, PrOceedings-of-Faii
,Joint Computer onference, page'1187 (1968).

2.' J. W. Fracer, Chemical Instrumentation, 2421, 271
(1970).

3. R. M. Laska, Computer Decisions, p. 39, April 1970
based on W. Todd Wipke's work at Princeton Univ.
See'also, E. J. Corey and W. T. Wipke, Science,
Oct. 10, 1969.

4. J. A. Pople and D. L. Beveridge, Approximate
Molecular Orbital Theory, McGraw-Hill (1970).

A. C. Wahl, Scientific American, 222, 54 (1970).

6. See Proceedings of Summer Computer Simulation
Conference for 1970 and 1971.

7. P. Sutton, P. Bertoncini, G. Das, T. L. Gilbert
and A. C. Wahl, I.J.Q.C. IIIS, 479 (1970): A
brief review of methods is given in this paper.

8. C. C. J. Roothaan, Rev. Mod. Phys., 23, 69 (1951).

W. Kolos and L. Wolniewicz, Phys. Rev. Letters,
2o, 243 (1968)

10. W. Kolos, Int.,J. Quantum Chem.,', 471 (1968).

11. J. C. Browne and F. A. Matsen, Phys. Rev., 135,
A1227 (1964).

12. R. E. Brown and H. Shull, Int. J. Quantum Chem.,
2, 663 (1968).

13. F. Grimaldi, J. Chem. Phys., 43, S59 (1965)

14. F. E. Harris and H. H. Michels, Int. J. Quantum
Chem., 1,q, 329 (1967).

15. D. D. Ebbing-and R. C. Henderson, J. Chem. Phys.,
A2; 2225 (1965).

16. C. F. Bender: and E. R. Davidson, J. Phys. Chem.'
70, 2675 (1966).

40'



5-15

,17:. C. F.-1-!ender pnd.E. 3. Chem. Phys.
?;;Z-,,',30 (1567) .

18. Rothenberg, Tht: J. Quantum Chem.; 1S, 475.
.(1967):

'19. R. Ahlrichs and W. Kutzelnigg, J. 'Chem: Phys.;
48,'119 (1968).

20 C, Edmiston and M. Krauss,.J. Chem. Phys.,
1833 (1966),

21. R. PauncZ,.Aiternate Molecillar Orbital Method,'
Saunders, Philadelphia, 1967. ,

22. E. Brandas', Int. J, Quantum Chem., 2,.793 (1968Y.'

23. H..Conroy J: Chet. Phys., 44, 1327; 1331, 13.36,v
1341 (1964).

24. R. L. Matcha and W. Byers BrOwn, J. Chem, Phys.,
48, 74 (1968).

.

25. W. Goddard, Phys. Rev., 1.5z, 81 (1967).

26. A. C. Wahl and G. Das, Advances in Quantum
Chemistry, 5 (1970).

27. D. F. Tuan and O. Sinanoglu, J. Chem. Phys., 41,
2677 (1964); see also for a general discussion of
pair energies, O. Sinanoglu, Advan. Chem. Phys.,
2, (1964).

28. R. K. Nesbet, Phys. Rev., 155, 51 (1967).`

29. N. C. Handy and S. F. Boys, Proc, Roy. Soc.,
A311, (1969); A.310, 63 (1969).

30. A. C. Wahl, P. J. Rertoncini, G. .Das and T: L.
Gilbert, I.J.Q.C. 123 (1967).

31. R. K. Nesbet, Advances in Quantum Chemistry, 3,
(1967).

32a. M. Krauss, NPS Technical Note 438 (1967).

32b. M. Krauss, Annual Review of Physical Chemistry,
21, 39 (1970).



5-16

33 P. J. .Bertonbini.and A.,C. Wahl, Phys. Rev.
Letters, 991 (1970). '4 1

34. H. F. Schaefer, b. McLoughlin, F. Harris and
B. J. Alder, Phys. Rev. Letters, z5, 98 (1970)..

35 G. Das an0 L.., C. Wahl, Phys. Rev. Letters,
,440 (1970).

,

'36. G. Das.and.A. C. Wahl, Submitted to J. Chem. Phys.

37. G. Das and A. C. Wahl, Phys. Rev., 00,000 (1971).

38. A. C. Wahl and. G. Das, Proceedings of Santa` Cut
Conference on Potential Energy Surfaces in
Chemistry (1970); W. A. Lester, Editor,. IgM
:Research Lab., San Jose, California.

39 A. C. Wahl, P. J. Beitoncini, K. Kaiser and
P. H. Land,'I:J.Q:C. ZIZZA499 (1970).

40. A. C. Wahl and -`U. Blukic, Atoms to Molecules,
Film Loop Series, McGraw-Hill (1969). 'See also
J. Chem. Ed., 145, 787 (1968)

41. A. C. Wahl and M- T. ,Wahl, Atomic,and Molecalar
'Structure, 4 Wall Charts, MdGraw-Hill (1970).
See alscpA. C. Wahl, 'Science, 151., 961 (1966).

42. W. J. Hanson, J. Kaplan and A: C. Wahl, Inter-
viewing by Computer for BISON (in Progress)..

43. A. F. Joseph and R. L. Logan, 'RESCUE', A Time-
Sharing System,' Applied Math. Diyjfion; Argonne '
National Laboratory, Argonne, Ill. 1969
(Unpublished).

44. K. W. Dritz, RXPL Reference Manual, Argonne
National Laboratory, TM-197)-1970,

45. W., J. Hanson, Creation of Hierarchic'text With a
Computer Displayl-Axgonne National:. Laboratory,
Report Number ANL-7818, 1971.

46. The Film Loop Series, "Atoms to Molecules and
tile Chart Series,'"Atothic and Molecular Structure',
will be on .display in addition to pictureb of
a chemical reaction.

71-

--1



47. W. Lidinsky, Applied Mathematics Divis'icn,
Argonne National Laboratory, Argonne, IllinOs.

t

e

.f.

0

.

t

.

,

..,

,



5-18

MO Theory as a Chemical Tool
1

Michael J.S. Dewar

Department of Chemistry, The University of,Texas at

Austin, Austin, Texas 78712

41)

Introduction

If quantutiltheory is to be used as a practical aid

to organic chemistry by providing quantitative estimates

of molecular structure and chemical reactivity, the

results must not only be of sufficient accuracy but must

alsd be achieved without Adue cost for molecules of

reasonable size.

Since the degree of, accuracy required is far out-
.

side the reach of current ab initio methods, the only

hope lies in some semiempirical'approach. Either some

approximaEe and inherently inaccurate ab initio treat-

ment may be shown by experiment to*give results of

sufficient accuracy, due to a fortuitoud/cancellation

of errors, or sufficient accuracy may be achieved by

introducing parametersiinto the. treatment. In either

case, the treatment must be thoroughly tested by com-

parison with experiment before any confidence can be

placed in its use for predicting chemical behavioilr.

A minimum condition that must be-met
2
is that

the properties of stable molecules should be re-

produced with "chemical" accuracy, i.e-.

(a) heats of atomization td the order of ±1

kcal/mole;
0

(b) bond lengths to the order of ±0.01 A;

(c) bond angles t the order of ±10;

(d) force consta to the order of 1%.

If the results are to 'be meaningful it is also neces-

sary to calculate molecular geometries completely; use

of assumed pr experimental geometries can lead to large

(in a Chemical sense) errors in the energy for mole- /

cules of quite moderate size. The equilibrium geo-

metry can be inferred only by interpolation from cal-



culations for numerous idiadual configurations, at

least several hundred even for a simple molecule such

as methylcyclohexane and at least several thousand to

define the reaction path and transition state for a

reaction. Unless each calculation can be carried out

in seconds rather than minutes, hours or days, the

cost of the calculation will be prohibitiVe in relation

to chemical Value.

These considerations exclude the "ab initio SCF"

approach. Not.c3nly are the results too inaccurate but

the cost of, carrying outs, the calculations properly,

i.e: with optimization of geometries, is wholly exces-

sive and will remain so in 'the foreseeable future.

Artificies which ,reduce the computation time, e.g. the

use of assumed geometries or very limited basis 'sets,

make the errors, which are already too great, even

greater.

The only hope forsuccess'at the present time

therefore lies in the use of a semiempirical treatment,

based on a still cruder approximation to speed up the

calculations and fortified by the introductiodbof

parameters to increase its accuracy. The success al=

ready achieved with a very preliminary tteatment of

this 'kind (MINDO/22'3) seems to leave no doixbt con-

cerning the feasibility of such anapproach:

All 'treatments so far suggested are based on .

..

simplified versions of the ROothaan method in which

integrals involving diatomfcedifferentiai-ioverlap

are neglectpd,, and also a varyingnumber.of integrals,.

involving tonoCentriciove;lap (eNDO, IND05, PND06,

NDDO
4 ). ,We have 'So far mainly concentrated on the

INDO
5 approximation, parametrized to:;ive dorrect

heats of atomization and moleCtli4r geometries rather

than to mimics thsresults'Of ':ab initio SCF" cal-

culations, Todistingdish thiS appioachfrom-the

original INDO,:mthod, we have termed it MINDO (Modi-
,

fied INDO,; The parate,trizatiOn proved unexpectedly

dif.jult since the parameters are so interrelated

that it-iS.impossible to predict intuitively the

I:
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result of a given variation in any one of them;

* 4

initially welwere able only to'reprodu6e energies of

molecules using assumed geoMetries (PNDO6
, MIND0/1

7
).

Eventually we devised2
a oomputer program to optimize

parameters automatically; use of this led to a treat-
.

ment(MIND0/2) which gave good estimates of 'geometries/

heats of atomization, force constants, ionization

potentials, dipole moments, and nuclear 5,,gadrupoIe

coupling constants for a wide variety'of''molecules con-

taining the combinations of. elements CHON, CHF, or CHC1.

This initial treatment suffered from a number of de-
4;

fi.ciencies most of which have been removed in a new

version which is almost complete; we haVe also success-

fdllpparametrized the other approximations noted above
(GNDO, Pf3DO,'NDDP). We believe that a properly para-

metrized version of NDDO will provide the optimum14

solu ion in terms of accuracy and computation time; at
prese t the comput&ion 4me is too long by a factor of

ten, gmall enough to be removed by forseeable improve-
ments in com ers.

7
The work reported below.refers to

qalculatio s by MINDO/2. It should be emphasized that.

its.main value lies in the promise of more to come

rather than present achievements since we alreadY,have%

better parameters available. Nevertheless the resUltsi

.obtained are already Of somechemielkinterest.

The calculation of molecular geometries has been

carried out using a p ogram written by Dr. A. Br,
based on the SIMPLEX m 1od8. In order to optimize the

geometry of a system defined"by n independent coordi-

nates, approximately n
2

calculations are required. This
, esult can also certainly be surpassed. Reaction paths

re usually calculated by taking as reaction coordinate
0) 7

some dimension-of the reacting system (usually an

interatomic distance or angle) which changes monotoni-

cally during the reaction and'minimizing theenergy of
the sydtem with respect to the other coordinated for a

series of values of the reaction coordinate. As we

shall see presently, 'this procedure, which has the

blessing of most standard texts,onreaction kiletics, . ,

s'S, .

/
/tA
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sometimes fails in an interesting and mechanistica.11y

significant manner. When it succeeds, the maximum in

the plot of energy vs reaction coordinate corresponds

of course to the transition state.

Results

Some typical results given by MINDO/2 for various

chemical problems are summarized below. For a more

detailed review, see ref. (1).

A. Geometries and energies. Comparisons of

calculated (observed) bond lengths (A) and heats of

atomization for some simple molecules are shown in

Figure 1. The'heats of atomization have for con-
4

venience been converted to heats of atomization (AH
f'

kcal/mole at,25°C) using experimental values for heats

of formation of atoms. The results are typical fdr

the many moledules,we have studied; large deviations

occur only in small ring compounds (dg cyclopropane

and cyclobutane where the strain energies are under-

estimated sometimes by as much as 25 kcal /mole) and

, compounds containing two adjacent heteroatoms (eg

peroxides and hyd es) where the corresponding

bond length is oo short and AH
f
much too negative.

We feel certa n that the former probleM can be over-

come; the latter, however, is probably an inevitable.

consequence of the INDO.approxAkon, due to it%,/-

neglect' of certain integrals involving one-center over-

lap:

B 1.107(1.093)

-A/ H
H -\(1.083)/H

1.096 1.069(1.059)

H --- C "---- C-C--- H . C ..........- C Th--- C = C--6. H

//1..487'N H H' 1.310\ H 1.20
H (1,534)

(1.338)

AH
f

-24.7(-20".2)' . 13:4(12.5) 53.1(54.3)

A., ...)
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H
2
Ca CH

1.455(1.467)
H2O ZCHt104 (CH3)psCH3 -

1 lk 9 CH=CH
2

1.323 1.404 1,191 1..45341.4223,-
( . 43) (1.34) (1.442)(1.20)

30.9(26.3)

CH 0.-..:CHr. 0
3

1.392 1.334 1.224
(1.437) (1.334) (1.200)

-84.5(-81.0)

C%min 0

1.189
1.091 1.308

1

1

1 161)
(1.0.83)(1.3047

-20.4(-14.6)

67.3(69)

O:4.4

1.239 '. 0
'7`

(1.241)

-95.8(-89i5), -10:9(-8.1)

3.3( -5.2)

[01:mo 1,11::0)

1.173(1.189)

0= C=0 o=c= ct=ro

1.162(1.189) 1.278 1.187
(1.294) (1.168).

-94.0( -91.4) u -41.9( -23.4; -47.4)

Figure 1. Comparison of calculated(observed)-4eats of formation
(6Hc)(kcal/mole) and bond lengths (A). The

"calculated" values of AHc were estimated from MINDO/2
heats otatomization, using experimental values for
beats of formation.of atoms.

B. 1-Force constants. Table I 'shows a comparison of

calculated and observed force constants for'stcetching of

individual bonds in molecules. The-errors are again less by

at least an order of magnitude thiin those given by other

. methods. .

ti

Table I, ;Calculated (Observed) Stretching Force ConstAnts
(mdyne/A)

Molecule Bond Force constant
calcd. obsd:.

k
'CH

4

C2H6

C
2
H
4

1

CH

CC

CH

CC

CH

5.8

4.9

5.7

5.7

5.0

4.5.

4.8

9.6

5.1
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Table 1. (continued)

MOlecule Bond Force constant
calcd. obsd.

C
2
H
2

CC 15.1 15.8

CH 6.1 5.8

H2O HO 10.1 7.8,

CH2O CO 16.5' 12.3

NH3 NH
/

7.7 6.4

N
2
0 NO 14.4 11.4

C. Carbonium ions. A co4arison 9 of calculated

(observed) heats of atomization (as

some carbonium ions is shown below.

.a±e from photoionization studies 10
.

agreement is good.

CH'
3

2f6(260)

CH
3
CH

2

225(219)

f'
kcal/mole) for

The experimental values

Apart from CH34-, the

CH
3
CMCH

3

192(190)

CH
3
CHCH

2
CH

3
(CH )3. C

+

183(184) 171(173)

,The calculated energies various isomers of protonated

cyclopropane are as follows:

4

CH
\-

CH
2
-CA

2

216

cA CH

-I\
CH H

tHi--"CH2 CP,2. + 2 CH'2....1.:CH2

H.

195 188 248

The n-propyl cation is.predicted to be unstable, isomerizing

directly to the edge-protonated isomer. These conclusions differ

from those of Pople et a111 , based on ab initio SCF calcul&tions;

however they seen to be supported by the available evidence. The

,solvation energies of n-Pr
+

and i-Pr
+
must be greater than those

.

of the "nonclassical6 ions; therefore unless the latter lie well

below n-Pr in energy, they would not be formed in solution from

n-Pr .

The -norbornadienyl,cation and anion are !prdiced12 td
4

."
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have the following unsymmetrical structures; these would be

expected on the basis of attractive and repulsive interactions

between the C
+

and C centers and the double bonds. The

barrier to "bridge flipping" in the cation is predicted to be

24 kcal/mole; NMR studies13 confirm the distorted structure

and fix a lower limit of 22 kcal/moleto the "flipping" barrier.

Calculations have also been carried out for a number of

other carbonium ions with generally satisfactory results and

for related species (e.g. carbenes).

D. Energetics of some 'simple reactions. Table compares

calculated
2,14

, and observed activation energies for twisting

about the C=C bonds in ethy)ene and the cumulenes: The agree-

ment is satisfactory, whereas the "ab SCF" method gives

values
15 that are too large. A number of other torsional bart14-rs

have also been calculated-with,comparable success.

Table II. Activation energy, for Twisting about C=C BondS.'

'Barrier to rotation (kcal /mole)'
Molecule calf MIND0/2

H
2
C 53.5

L

H
2
C=C=CH

2
36.7 '

. .

H
2
C=C=C=CH

2
31.6'

,
H
2
C=C-C=C-C

2
24.8

H
2
CCCCC CH

2
22.0

obs. calcd. ab
F
igitio

SC

65.0 138

- - 92 'Pk

'30 , 74

20

The relative energies (kcal/mole) for the chair and boat

Conformers of cyclohexane, and of three possible. transition

t.
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states for their interconversion, are as,follows: 16

(0) (5.

ir,o)
The calculated heat of isomerization agrees very well with

experiment (5.3 kcal/mole). Isomerization is predicted to

occur via the first transition state, in agreement with

calculations by Bendrickson17 , using the Westheimer-Allinger

method. Our value for the activation energy is less than

that observed (10.3 kcal/mole18 ) by about the same amount

that Hendrickson's value (12.7 kcal/mole) was too

Sev.eral other reactions have been studied with comparable

success, including hydrogen abstraction from methane by
9

methyl, radical
2

, inversion and bond exchange in cycloocta-

- tetraene, 19 carbon atom insertion into double bonds, 20

isomerization of methyl isocyanide to acetonitrile, 14 Enr

sertion and addition reactions .of singlet and triplet carbene

and difluorocarbene,
9

'

16
and the structure of the Favorskii

intermediate.
13

E. The Cope rearrangement. The Cope. rearrangement of

1,5-hexadiene (A) into itself oan take place- via a chair-

(B) or boat-(C) type transition state 21 . The calculated
22

relative energies (kcal/mole) are shown below.

or

A B
. ,

C A
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B is correctly 22
,predicted.to be preferred and the

calculated
22

difference in energy between B and C (6.6

kcal/mole) agrees well with that observed
21

5.7 kcal/mole).

Further studies showed that this difference is due to an anti-

bonding interaction between atoms a and b in c, as would be .

expected from Evans' principle. 23

Calculations were,also carried out for chair transition

,states D and E with a methyl substituent in a pseudoaxial (D)

or pseudoequatorial (E), position. E was predicted to be

favoured, in agreement with experiment24 , and the calculated

difference in energy 52.0 kcal/mole) agreed well with that

(1.5 kcal/mole) observed. 24

7-7
.

1-1.4

M 4.

4

These calculations thus reproduced' the mein results 9f

two extensive experimental studies.at,a small ftaction of the

co§t.

The calculations have been. extended
25

to rearrangements

in the bullvalene series: as the following results show the

calculated activation energies, (kcal /mole) agree quite well

with experiment (in parentheses).

H

The barrier in semibullvalene' (H) itself is too small to

*The estimated cost of the calculations, ,including salaries,
overhead, and cost of computer time at the full commercial
rate ($750 per hour). was $5000. 4
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measure. That-in octamethylbullvalene is 6.4 kcal/mole 26
.

A detailed study of our MINDO/2 results by ,energy parti-

tioning
27 indicates, however, that the methyl substituents

should increase the barrier to rearrangement in H.

_ -

F. Electrocyclic processes: Current studies
28

of the

electrocyclic ring openings of cyclopropyl ions and radidal

to allyl, e.g.

and of cyclobuVne to butadiene,

K

have led tO some interesting conclusions and predictions.

Table III shows calculated activation energies' far' con;-.

rotatory and disrotatory opening of the cyclopropyl systems,

the apical 'angle e in. I being taken as the reaction coordinate.,

The cation is correctly
29 predicted to open by a,disrotatoky

.

path and 4the anion by a conrotatory one, the differences in

t activation energy being large. Two unexpected features are

the prediction that'opening of the radical should be dis-

rotatory .and almost as stereospecifiq as that'ofhe cation,

and that the reaction orthe cation should require activation.
.

The former prediction disagrees with.that'of Woodward and

Hoffmann
30 while the latter seems to be at variance with

4 : experimental evidence
31 that concerted rearrangement'of I to

assists solvolysis of cyclopropyl esters. The latter dis-

crepancy was resolved by a d6monstration tkatlpy.ramidar oydlo-

.
propyl cation, corresponding to the nascent ion in the solvolytic

f,

reaction, rearranges without activation by tha path_' shown to be

follOwed by Schleyer et al.. The available eviaebde
32 seems to

support our prediction that I should be a' stable species if it

is set free in a planar form.
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Table III. Calculated
28

Activation Energies for Electrocyclic

Reactions of Cyclopropyl

Compound Calculated activation energy (kcal/mole)
disrotatory conrotatory

7.5

65.7
#

24.7

38.0

30.7

52-.3

The electrtcyclic opening of cyclobutene (K-.0-L) is predicted

to take place conrotatorily, in, agreement with experiment. In

this case the calculations for the "forbidden" disrotatory`'

reaction led to a remarkable result. When the bond length r in
.K was taken as reaction coordinate, a plot of energy vs r

the unexpected form shown in Figure 2. Neither theforward nor'

the backward reactions took place! Evidently there are two

potential minima for each value of r; one corresponds to a

' geometry analogous to K, with the CH2 groups perpendicular to

the C4 unit, while in, the other all the atoms are doplTiar,

in I,:

r
Figure 2. Plots of E vs r for electrocyclic opening of K

and closure of L(---),
a

This, result is of course easily explained in terms of.Evens'

principle
24

. 'Peticydlic reactions involve a cyclic interchange

c
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I

of bonds, analogous to the interconversion of Kekule structured,

in benzene;

:

If the transition ttate is aromatic, a hybrid c f the two

structures is-mOre.stable than either so :the reaction involves
:

.a potential.minimum. If antiaromatic, there are two,

valleys in the potential.suriace,,separatea by a ridge, since,

intermediate hybrid strictures have a higher energy. Similar

behaviour shOuld be,th#omm,by,Other reactions involving anti-
. .

aromatic
24 .transition states; has been so in all cases

we have studied (e.g. the 'forbidden reactions in Table III

and'the cis=cit aimeritatioh of ethylene to Cyclobutane).
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COMPUTER-ASSISTED STUDY OF LIQUID WATER

by

Frank H. Stillinger
Bell Telephone .Laboratories, Incorporated. .

Murray'Hil,l, New Jersey 07974

On account of its pre-eminent importance to many

Ad diverse branches of science, water has remained the

object-of intense theoretical study fpr many years. In

he'liquid phase, this ,Substance exhibits rather anomalous

properties,' not the least of which is its apparenpy unique

abilitY4-to act as a fluid medium for life processes,' In

broad terms therefore the thrust of theory consists in

shiang Show the Structure of i ivfdual water molecules

implies anomalous behavior for their aggregates.

Viewed from the modern standpoint; two tasks must

be accomplished, in sequence. First it is necessary to

detSrmine the nature of interactions belween water molecules,

i.e. the forces and torques that neighbors exert on one

v.- another. Subsequently, these interactions must be employed

to infer the way that molecules in the liquid arrange them-

selves next to each other, and the macroscopic properties

(density, viscosity, dielectric constant, solvent behavior,

etc.) 14hich result, from ,thoseirrangements.' The specific
.. _,,

diSciplines upon which one 'must drallor saUisfactory'
',V

quantitative.ansuers In.triese,respectiVe Area's are molecular

'quantum theory, and statiStical=Mec4anics.

A.C.,
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In .the past, theoreticians have not possessed

sufficiently powerful, tools to achieve comprehensive under-
,

stai*ling in either area. As a result, the proposed explana-

tions:forthe nature of `liquid' water have been highly ,

speculative and diverse. It is hardly Surprising that

contradictory pictures have arisen concerning,the nature of

local moleOular order in liquid water. By hindsight, one

is inevitably reminded of the famous fable about blirid men

and-the elephant.

_Very recently-both the molecular quantum mechanics

and the statistical mechanics required for a full deductive

theory of liquid water have unrgohe significant adVances.

These advapceS have become possible through the wide
.

availability
.

of rapid electronic compeers. In the fiNt
.

. . , .

instance, all-electron Hartree-Fock computations have bStcome-

feasible for pairs and t'r lets of water molectiles, to permit

accurate determination of in eraction potentials. - Subsequently,

molecular dynmics simulat Is based'Upon those interactions

have been carried ot,1 on smalIsamples of liquid water.

Both the quantum-mechanical calculations and the

statistical-mechanical simulatiohs have imvressave powers of

prediction in areas not currently ac'essible to experiment.

One can determine the extent to which the potential is non

additive, and the'degree to which that non-additivitS, depends

ZN8

4
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on hydrogen-bond pattern.' In theliquid, it is passibleto

examine the detailed architecture of hydrogen-bond patterns,

and to establish the rate of bond disruption.

The' molecular dynamics in particular has a spettial

pedagogical value. 'Molecular configurations generated

during the course of the computer dynamical.run have been
40

rendered into,the form of stereo photographs which,may then

a t

be viewed directly. Notonly doe4 this visualization capacity

demonstrate the inappropriateness of earlier water models

bved upon disordered crystal structures) it also leads one
r

.....'

to formulate novel quantitative questions to pose to the
.1

computer.N.
40 Thus emboldened by significant advances in'under-

,.

standing pure water, we are now engaged in deVIsing strategies

to study simple solutions, and in the longer run tostudy

complicated aqueous systems of biochemical interest.

Prospects for major success .in the foreseeable futuewill

, be discussed.

*I

-t

. --------',

/

I

1.
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1. Introduction

In elucidating-various'properties of the 'classical

anharmbnic solid (a v-dimensional lattice system of interacting

4

particles with purely repulsive potentials) tke central problem
.

iS the solutiOn\erAPProximation of the canonical N-particle

configurational illiegral. A very powerful approach the use

of the cell-cluter scheme which
vis

a systematic procedure

for constructing an asymptotic series approximation to the

N-body partition,fundtion, Qm [1]. For small N, in the close-

packed limit (high density), it is possible to.construct regions
)

ofconfiguiation space (convex polytop4) the content or

vN-dimensional wolume of which\ma then be ascertained. The

integration procedure is able to be formulated in such a way

that thecell-cluster cOntributions of any order may be deter-

mined exactly for limiting (cum linearized bot,inds) polytopes.

Because of the incredibly large number of pair interaction rt

1.
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configurations for N > 5 such an approach to the many-body prob-

lem (we r quirea = ,(7(1023)) quickly exceeds the capacity of

r computers currently available. Fortunately, the cell-cluster

a

p scheme sijows promiSe of convergence for small N. In fact,

converge ce has been demonstrated for one-dimensional particles.

While this has not been substantiated for higher orders, we

presume onVergenceddoes exist for 2 and 3 dimensional systems.

)

Whereas-the linearized analysis gives rise to exact

results through each order for regular:defect-free lattice'sys-

terns, for imperfect lattices (those that arepregular, dis

torted and/or contain s-dimensional defects) 'a curvilinear

polytope linearization may still be carried out. However, such

an analysis then yields a bound to exact results [2]. It is

with such bounds that we deal in this paper for they are the

result of considering equilibrium lattice models for fracture

and other materials-failure phenomena. We believe that such

1+.
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technologically important saj.id-state phenomena are many-body

cooperative, events which may be .characterized to first Wider

by classical statistical mechanics using a lattice model with'

particles interacting via purely-repulsive potentials: We are

specifically interested in the properties of imperfect, dis-

ordered lattice's for which we seek a measure of relative lattice

stability. Within the cell-cluster forialismsuch a measure is
O ,

. :

directly provided by a change in Helmholtz' free. energy in- going

from a perfect lat tice to a specific disordered configuration.

Alternatively,' it is pcissible to employ the Born stability

criteria for various lattice configurations.and deformations [3].

.

For each,lattice/spllere systtm we consider the set of

t

*.;

all distinct nearest- neighbor Fair interactions, ((,t)). Each

eitment of this set is referred to as'a cell"-Cluster of n-parti-
,

cles and topological configuration t. In considering the pair-
,

wise interaction of n-particles iithin a cluster, the4retaining,

4
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(N - n) particles while constrained to their lattice sites de-..

144 -

limit the accessible configurations of the particles within the

:

cluster: In order to ascertain. the contr'ibut'ion of a given

cluster (of rigid disks of diameter a, for example) to the free

energy it is necessary to evaluate the canonical configurational

partition function,.0nt which may besexpressed as:
-

Qn,t

a
r

f -n A(11.

where Rid is the distance beqtween an (ij) pairand the integra-

tionis over a specific convex reglon,
n,t

, of configuration

space having exact content d9nt A(x) is the unit step
,

PI

function. The contribution to the Helmholtz free energy, AN,

of a specific cell cluster is then:

tn (Z11,t/n1A2n)
An,t/kBT

'-94
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A = h(27rmk T)
-1/2

The single-particlg configurational partition function

Qi for an arbitrary lattice of 2-spheres (disks) is a curvilinear

irregular polytope 6
1
of content P

1 .
In the close-packed

limit, V V0, the curvilinear bounds may be replaced by their

tangent hyperplanes such that for regular lattices

lim ((2
1

= 11? and lim Pl. Pl. For irregular
V Vo V Vo

lattices, however, and 11)1 are bounds, to 21 and PI.

SimilLly for higher-order linearized polytopes, fRnt, the

49.
content, IF)

n,t1
is a bound to an exact U

n,t*
For singlet

and pair disk configurations and singlet sphere configurations

a. ,

-ralo
it is possible to calculate the conterhs H- nt without computer

. .

assistance although with considerabl labor. However, in order

to carry the ce117cluster scheme to higher order the multiplicity

and inordinate complexity of the polytopes precludes a determi-
,

4.
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,nation of their content were it not for the polytope bound

algorithm derived by the late Professor Z. W. Salsburg.

The Salsburg algorithm has a long and rich history.

The ':homemade" Rice University Computer was designed in part in

order to be able to carry out such classical many-body,integra-

tions. The pioneering dynamic storage allocation feature of the

Rice Computer enabled such integrations involving millions of

pair configurations for small N to be effected with a relatively

small bulk memory. Due to the vintage of the electronic

circuitry (vacuum tubes) the running times for such computations

were enormous in comparison to modern standards (70% of a 168

hr. week was n4t uncommon for certain configurations).

The eo ytope-bqpnd integration algorithm went through

several stages of evolution culminating with a very efficient

exponential polynomial scheme [4]. We wish to emphasize that

the algorithm effects an analytic integration and not a numerical

296
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ir

integration: This is passible becadse of the'nature of the
'14v

b'oundar7 lillearization giving rise to step functionbounds the

arguillents:of which-are 'polynomial's.

-
Wq haVe'lleveloped the Salsburg exponential polynomial

.

'algoxqthmrid.Rartran.V,for tht,IIT Univac 1108.,, (Earlier.

ViFSi6itS.1,,:t4re .1anguagt And Extended, Aagol.) ' The,

schtlatn4seefilentrakized in order to be able ascertain the

1!'

!

.

irregular:p61ftOioes'whidh'arie%in,the class of'
.

5 , 1. (' i , '

px:oblems af -Aterest to us:.(iillpei,fdcti irregultir lattices).,,,,, k

Y
. .

Th.q algor4t requArts- 'the, predtterginatiOn of thritouantities:
., .. .

,.

. ., . . .:, , , ..,, ,

.-.

,. .
.

,.:1.) ..Th.& d.icittnSlonalitof the integral (N) for:.19L- :, 2.)', The
I.! '.':,,,

,
.... v,

.c . . , " I

\ e i.
.

.
...

k ,
< The df:the'polytopt bounds (4-:)..

.,, 1.).
.

.

nunaber2ofbaunds. (K). of the polytope under .considerati'on, 3.)

(4,*

rt.

,

p

t



' A

5-43

c

2. The Salsburg Algorithm

We shall be concerned with the integral ;representation

,6f the classical canonical, partition function for hard-sphere
t-

Sytems. We fbllow the development of Z. Salsburg, et al, for

. regular -lattices 141 and generalize the prescription to accomo-
i4.*

. -
,

date irregulax) imperfect lattice configuratidns. The canonical

-r

-

T.ptiop f61-. Turelyrrepu isive systems may be expressed

-

,

where A(x)%ip the unit step function which restricts the center
..

of a particle to 'the interior of a polytope (Voronoilregion)

. -

defined in terms of its bounding planes which are the arguments

of the step function;

.IC

1
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N

LO) = a.(i)x.

3

+ a
o
(i)

X
N

= (x . , x )
ti l' N

- (2.1b)

(2.2)

P(x
N
) is a polynomial in the N integration variables. The a.(i)

Are vectors (j=1, N) of constants,.idl, k. Eqs. (2.1b)

and (2.2) thus define the, bounding hyperplanes enclosing an N-

diniensional convex polytope R which is the d main of integration.

The exponential polynomial algorithmis based on the-
/

theorem of residue. Pf we let the polynoVal P(x
N
) = 1 in

.

Eq. (2.1a) we may write

N K
I =f f, II A

j=1

A

(2.3)
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S N
N K

I = lim jr.wfqN
e n A

I

(2.4)

S-+0 j=1 /

where the exponential function eY 1 as S 0 and Eq. (2.4)

reduces to Eq. (2.3).
N

is an N vector of arbitrary, nonzero

constants and .S is a real number.

As in Ref.'4 we note that after integrating over the

first i variables we have,

A(LcN-1))..J'q

A single term of this sum (the pth) has the,,form

N-i P /L(N-i)`
I n A( . ).
p j=1. .1)!Ps..

(2.5)

(2.6)



a

5-46

si

Now in order to integrate such a term by parts over xi+1 we
f

'define

Also, let

A

. K

u = n
j,14r 7,1)

4

N N\ ,

Sa .

N.
= e dx. .

1+1

N

am
o
t. 1: a

m k
k=i+2 4.4

du = Ea . 6(1,(N-i)

m=1
m

'

1+1 m

%).

K
N-i)

II A xi4.1

j=1
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se"1.e-1
V. =

( -S [am., dam,
Sal

As 1L is bounded

Hence,

1 co
UV1 . co E 0.

N-I N-1

1

P
= - 1 iII Sa m

,1
e

-SN,o/am,1]al
...

d
N-i-i

e
s

dx.41 )
S--)0 1

c----,

. f .
.., .. pi

-

/./

K

(L.,(N-i)) rIP 'A (I,
(N-1)l

\ 4.
P J=1 jPP /

Integrating over xi+1,

r

4

Aor

K
p

= -urn
sgn a

m,1
-sra /a la

m,0 m,1., 1

m =1 Sal

Sjor... N-1e n A
Ctifiik (I,

(N-1)
N-1 N-1

K

J,m

11 4

A.* ' A../

4
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fx/Ixl,

0 x=6

p

0,

The N-dimensional integral results from an integratN1 over each

x. each of which leaves a set of N-i-1 dimensional integrals.
. .

On integrating over N variables the result is

Sq
(0)

.a
N

c4eI = lim

S-4-0 T N N ( N

i=1

Applying the residue theorem to the limit gives the desired

analytic representation thethe canonical partition functiop

(ce).aN)N

I = 1Trz_ac
T.

)

(2.7)

(2.8)

where the q(n) and c are constants determined by the integration

procedure.

t
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.

3. Illustration of Algorithm::, The Niggli Lattice
r

To
4

illtAstrate the functional form of this rather obsdure

0 final result let us consider the single particle configuration

,

space bound IR for the Niggli Lattice illustrated in Fig. 1:

It is necessary to specify the dimensionality of theintegral

A

(N = 2), the number of bounding planes to ), and

e'

the equations of the polytopebounds, L?), i = 5:-

I

= 1 + x
1

0= 1 - x
1

0= 1 - x
2

0 = 1 + xl - x2

0 = 1 - .182x
1

+ 1.19x
2

N N
is then an

*
arbitrary N-dimensional function which we

choose to be

'N

I
N N

= 1 xi
2.5 2 )27-§e x

0PA.

(2.9)
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where e is the Naperian base. Thus, Eq. (2.$) becomes

e

lxm dx1dx2eS (Xl`e.7732)A(1+x
1
)A(1-x

1
)A(1-x

2
)

5-+0

A(1+x
1
-x

2
)A(1-.182x

1
+1.19x

2
)

We prdceed by integrating Eq. (2.10) over the variable x2.

(2.10)

4

4 Consider the five Heaviside functions representing the bounding

polytopes in order. If x
2
does not appear explicitly in the

expression of the bound (consider bounds 1 and 2 of (2.9)), then

the contenii"of that bound is zero, (Eq. 2.1a), and we proceed

to the next bound.

. 2 .

.\
Consider bound 3 at nq. '(2.9). Solve that bound for

x2= 1

Eq. (2.6) states that the contribution of this bound

r
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to'the integral is given by

Sk
(-I)

x1
e \

I = - lim dx
1
e +77)A(1+xi)A(1-xdA(0)A(xd

e
S--+V

2.5
4

(X) A(2.19-.182x1) +, (2.11)

where the (-1) denotes the sign of the coefficient of x2 in the

bound 3),of denotes the coefficient of x2 in

S(x
a
N
.x
N

, e
1.+/!g

results from substituting x2=1 into
N N

,

and the Heaviside functions result from substituting x2=1 into

the previous Heaviside functions. of Eq. (2.10), and the +(...)

denotes that there will be similar contributions from each of

the other polytope bounds of Eq. (2.9). It'is worth noting

that for some bounds (5 and 6) x
2
can not be expressed as a

constant blot rather as a function of the other variables

(x2 = a + Our procedure remains the same in this case
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as we substitute this exprepsion for x
2

into % and the

Heaviside functions.

The Heaviside functions of Eq, (2.11) are redundant.

Since there remains only an integration over one variable xi,

x
1
can have only two bounds, upper and lower bounds. We

eliminate the extraneous bounds. A(0) may be eliminated since

A(c) = 1 where c is a constant (Eq. 2.1a). Fig. 2 illustrates

our considerations in eliminating the two other extraneous

bounds. We wish to consider only the area-of the irregular

pentagon of Fig. 2. The bound A(2.19 - .182x1) is defined,by

the intersection of bounds 1) and 5) of Eq. (2.9), thus extending

beyond the pentagonal polytope and it is eliminated. We are

considering the area enclosed by bound 3). This bound-extends

from x
1

= +1 to x
1

=.0. Since A(1 + x
1
) defines a bound (x

1
=

-1) outside this region? it must also be In extraneous bound-
-

and is eliminated. We are then left with AC1 - x )A(+)(1)

416
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as our limiting bounds on xi,.

We have presented a strictly qualitative argument

for the elimination of extraneous bounds. For a mathematical

algorithm it is necessary to develop a quantitative procedure

for eliminating such bounds. This may be accomplished by

noting that the two nonextraneous bounds, form the smallest

region of integration for x1, (from -1 to 0). To eliminate

extraneous bounds consider the Heaviside functions of Eq. (2.11).

These are of the form A(a +/bx1) where a and b are constants.

If b = 0, eliminate the Heaviside function.

If b >s 0, eliminate all bounds with b > 0 except that

one with the smallest value of a. Call it lower bound.

If b < 0, eliminate all bounds with b < 0 except that

one with the smallest value of a. Call it upper bound.

',, There will, remain two bounds, one for b > 0 and one for

b < 0 as desired. Ja 11 cases where r4 < 2, this procedure
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assures that the integration'will be over the proper region. ,

Occasionally extraneous bounds arise due to pair correlations

between two or more particles which assume the form

1.

,where the hatOed area represents the area of integration.

Note that the area between the two bounds,, in which we are

interested, is excluded and hence this configuration represents

an extraneous set of bounds which must be eliminated. For

such a configuration, the lower bound we have:.cplculated will
..eg4

be greater than'the upper bound we have formed. By testing

for this property we may'eliminate all sets of two bounds,

'both upper and lower bounds, where lower bound > upper bound.

0
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With these,considerkions Eq._(2.11) may be written as

I = lim "1
e

dx
1
eS(x/42)A(1 -xl)A(+xl) + (2.12)

S-+0 S-
'27

We may now proceed to integrate Eq. (2.12) over the

variable x
1

in the same manner as we integrated Eq. (2.10) over

,x2. Then:

I = lim
1

S
{

)

(87.e4-'-+

e

§
2.5 /AmA(1)

+ T(TY

]A(1)A(0)) + ...

e

where the quantity inside the first' Set of ( ) is obtained

a

(2.13)

from'considering the bound A(1-x1) of Eq. (2.12), +1 is (-)

w- the sign:of the constant multiplyin$:xl in that Heaviside

,functicii. 'S(1) is the constant multiplying x1 in q
N W

a.

aa.
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2.5
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, A(0), and A(1) result from solving

A(1 - x1) for xi = -1 and substituting this value into the

exponential and Heaviside functions of Eq. (2.12). The quantities

inside the.second set of ( ) are obtained in like fashion for

A(+x) at Eq. (2:/2). If we note that A(0) and A(1) s i, Eq.

(2.13) is of the form

S(1+
I = lim

1 2.5

S.+0 S

S
e

2.5
(2.14)

We similarly obtain the results of, integrating over

the other bounds.

1.)

2.)

4.)

____.>

These are

0

>

>

2 e
S +-275

2e.5)

-I

,2 e
[.L + .153

2.5

A

L.

S e

e + e
-S 2.5

1
Le- (1+ -27§).1. eS [17.69 -ser

.

t0

,
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Eq. (2.14) is now represented as the sum of

the limit, as S-0, according to tne residue

.

21

1 [[1-+'c] 2 [1]

F cri + c]

1 thru 5). Taking

theorem, we obtain

:
b(1,+ c)

2
[1 .69c]2.

.c1-1 * .153c] c(1 + .154c)

where c = 2e5 Then = 3.19,

1 + c

We have adopted this algorithm to the Univac 1108

computer using Fortran V. A calculation which would. take oft the,

order of a month by hand and twenty minutes of computer time

fdr a numical integration takes less than half a minute. In

to the original Salsburg algorithm written in Algol,

our Fortran version may be used to determine the configurational

partition functions of deformed and disordered lattices. The

Fortran version has enabled us to model cooperative lattice



phenomena within the cell-cluster expansion *Ormalism. Fot.
. .

such models we cannot overemphasize the utility of the'Salsburg

algorithm and this generalized version of 5.t.

as

313

O

I

8
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Program: 'SYMMETRY'

Author: Dr. Ronald A. Wohl
School of Chemistry
Rutgers University
New Brunswick, .N.J.,08903

Abstract: A computer program module IS described which
determines the molecular point group of a molecule and prints the

corresponding character table. The group character table is used
in a form suitable for subsequent use by other.trogram, modules
which are able to perform a complete symmetry analysis of the
molecule, i.e. they can-e:g. determine the atomic representation,

the structure of the representation (irreducible repesentatiohs),

sets of equivalent atoms, atomic orbitals or internal coordinates

and set up symmetry coordinates or symmetry orbitals. These

modules may be used in a wide variety of programs for vibrational
analysis, molecular orbital theory and'electronic spectroscopy,
crystal field theory and crystal structure determination.

The concepts of smmetry u group theory have found widespread

use in chemistry) Thus\the'molecular point groups are used tin

stereochemical arguments chemical equftalence oe

atoms and bonds; presence or absence of a.dipole moment), vi4a-

tional analysis3) (symmetry species; degeneracy and activity of

fundamentals, overtones, combination bands;.selectton rules;

symmetry coordinates; polarizetiOn\of Ramanbpds), molecular

orbital theory and electronic spectroscopy1)4) (species and

degeneracy of molecular orbitals, select on rules, vibronic

transitions) and crystal field theoryl)s) (.crystal field splitting;

correlation diagrams; spectral and magnetic properties). The'

extension from point groups to lattice groups' includes applications

in the vibrational analysis of crystals.(lattice modes; selection

rules; site symmetry and factor group analysis), other physical

prpperties of qtyst.alse) and the determination of the space group

anti crystal class itself.

4
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ft

Although countl ss computer programs in the above subject fields
have been writ en very few programs so far have made use of symmetry
at all, and no program, to the best of our knowledge,, has handled
the entire symmetry analysis completely by itself. In those few

programs making limited use of symmetry, the symmetry information
has usually to be "set up" by hand and entered as,data specific
for the problem at hand. (Eg The U-matrix in vibrational
analysis for converting internal coordinates to symmetry coordinates;
or, the sets of equivalent nuclei in NMR spectra simulation programs).

The disad}rantages of this procedure are obvious.

It is fot4 this reason, that we have written a program module, that
completely automatically without any input other than the masses
and,coordinates of the atoms determines the molecular point gi-oup
of a molecule and prints the corresponding character table. The

group character table is used in a form suitable for subsequent

use by other program modules, which can perform a complete symmetry

analysis, such as determine the atomic representation, the structure
of the representation, the sets of equivalent atoms and internal
coordinates, and set up symmetry coordinates and symmetry molecular

orbitals. The extension to the symmetry analysis of crystal
lattices is easily feasible and planned for, the near future. The

three most important subroutines of this program module are briefly

discussed below.

Subroutine PNTGR
This subroutine is the central part of tht program; it determines
all molecular point groups up to order 8.of the main axis of
symmetry *ith the exception of those point groups giving rise to
spherical tops, which are hdndled by the subroutine SPHERE.

A simplified flow-chart of this subroutine is shown in Fig. 1.,

This flow-chart is based upon the distribution of the various types
of symmdtry elements in the various classes of point groups, which

are summarized in cable 1. Similar procedures and flow-charts for
the systematic identification of the point group by yisual

inspection of a molecular model have been pub3ished7). The appli-

cation to a compliter program required some modifications. A
particular problem not present in the visual inspection is the
specific orientation and reorientation of the molecule in the
Cartesian coordinate system required during the computer evaluation.

The presence of the various possible symmetry elements is tested for

by applying the corresponding transformation matrices to the
molecule and checking, whether the transformation corresponds to a

Symmetry operation. The mathematics required for this part'are well

known andacan b. e found in all books dealing with molecular
)0b)symmetry'

4;special points may be mentioned.

Pals

44
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Table 1: Distribution of the symmetry elements in the Various
types of molecular point groups.

.

Point Group A Iz S
n C(h ilr

.
C
2

11

s

C
11

C
nh

C
nv

s
n

Da

D

D
nd

e)

.

ki-L.,

,

.
1..

n .,

n

n

n/2

n

n

n

(1)ä)
.

(.6 d).

...r

n

. -

(4.)d).

( 4.) d-)

(1)b)

-

+

-..

-

._ .

( +)

-
.

.

,
(1)b)

-

-

+

-

-.

+

+

.
-

-

- .

-

+

+

I
z
= oi.der of symmetry element C_1 i.e. order of main rotatory.

horizontal plane; c( = vertical plane.
'

C
2

-= perpendicular
2-fold antis; + means symmetry element is present; - means
symmetry element is absent.

a) The symmetry plane is equivalent to Si. See also b).
b) The molecule possesses one planeof symmetry. Normally this

plane cannot be designated as ,a horizontal or vertical plane.
During the point group evaluation, the molecule can have,
however, its symmetry plane oriented either "horizontally"
(i.e. in the xy-plane)or "vertically" (perpendicular to the
xy-plane, i.e. through Z-axis).

c) Includes C1 = molecule contains no symmetry element except
the identity.

d) This symmetry element is implied by the remaining symmetry
elements, but is tested for during the computation.

e). I4cludes S2.= Ci.

axis (=Z-axis).

I



Fig. 1 t FLOWCHART OF SUBROUTINE PNTGR

P.G.= C
cOh j

YES

!CALL MOMIN 1

ROTATE MOLECULE
SO THAT IZ5-IY,
AND IZ ""IX.

,

/

NO

ROTATE V.PL.
INTO XZ-PLANE

3,4:0

1
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J.

..(CONTINUATION OF FIG. 1: FLOWCHART OF SUBRoUTINE PNTGR

LEGEND:

I2 = Order of rotation axis collinear with the ZgatiS
Iy = u " " y-axis
IX = u M " ' 13- x-axis
IHPL = Index, whether horizontal plane of'symmetry is present

(= 1) or not (= 0).
IVPL = Index, whether vertical plane, of symmetry is present

(= 1) or not (= 0). . .

IP2A = Index, whether perpendicular 2-fold axis is present
(= 1) or not (= 0).

H.PL. = Horizontal plane of symmetry
V.PL. = Vertical plane of symmetry
P.2A. = Perpendicular 2rfold axis
P.G. = Point group

to, r -
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1. The molecule is initially oriented after its principal moments

of inertia by the subroutine.MOMIN. Symmetric top molecules are

orientedauch that the main axis of symmetry is collinear with the

Z-axis.

2. The order of the rotation axis collinear with the Z-axis is
determined,by rotating the molecule around the Z-axis by the angle
21C/n, where n starts with 8 and decreases to 2. Thus to find the

correct order of the main. symmetry axis it is necessary to test

for the highest, possible order first.
.

3. Symmetric top molecules present a special problem similar to
that posed by spherical tops (see below) although of less complexity.
Namely the Molecule cannot be preoriented in the 7y-plane
because thecorreapondingtwo principal moments of inertia are

equal. Thus the orientation of possible vertical planes of symmetry
and,perpendicular 2-fold axes-of rotation cannot be known a priori.
Therefore all possible pairs of atoms are-tested for being both

suitable and symmetry equivalent. Suitable in this context means,

that'both atoms have the same atomic weight and the same Z coordinate.
'Symmetry-equivalent means that 6 transformation. metrix can be
found, which transforms atom, A into atom B and simultaneously is
also a symmetry operation for, the molecule as a'Whole.

4. After the point group has been determined, the Molecule will be
reoriented in the Cartesian Coordinate.aystem, if necessary, to

follow all the recommendations given in the Mulliken reportai.

Subroutine SPHERE

This subroutine determines the point groupof all spherical tops,
i.e. the point 'groups related t<o the geometrically regular solids:

tetrahedral: T, Td, (ii-oc.taheciral? 0, Oh and icosahedral: I, Ih.

(The subroutine also evaluates the rare case of accidentally

degenerate spherical tops).

The complete procedure for the determination of the spherical point

groups is rather complex. Spherical top molecule's cannot be

oriented easily after a main axis'of symmetry, since the 3 principal

moments of inertiTare equal. Therefore no symmetry elements:

oriented a priori in tha Cartesian coordinate system can be used fitkr

testing the molecule. (Neither must any atom of the. molecule lie

on a symmetry element) The rather complex procedure necessarf,

then is the following: All possible pairs of atoms of-the molecule

are tested for being suitable and for being symmetry equivalent. A

pair of atoms is suitable if both atoms have the same atomic weight
and the same distance from the center of mass. The two atoms are

then symmefi. if a transformation matrix can be found,

which tran as atom A into atom B, while being' at the same time

a, symmetry ration for the molecule as a whole. Given the two

4.10<hCd .
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points A and B end the order of the sought rotation axis, the
orientation of the was (of which there are 2) can be calculated
by analytical geometry. The corresponding transfOrmation,matrix can
then be set up and be tested for being a symmetry operatiOn.

Fig. 2 illustrates the geometric construction we have,used in ordek
to calculate the orientation of a possible rotation axis of order
n, which transforms atom A into atom B.

Fig. 2: Location of points P and 13! which define rota tion axis of
order n to transform point A into point B.

E ,.

OP defines rotation axis
C = midpoint between A lend

2LIN22.1

n = order of rotation axis
Thant OP.1 PO

CA_L CP
0

y . (Similarly 'for PI in place of P)

Subroutine CHRTBL

This subroutine prints the complete charactkr table of the molecul
point group determined by the subroutinePNTGR.

In addition the subroutine 40erform'S alot of !Invisible bookkeeping",
namely it sets up allarrays and inaices for later/use of the
character table.,

a

The handling of this character table required by the program is a
rather involved and lengthy procedure. Basicallx the character
table is stored in, the subroutine and used by the program in a
"compressed" form similar to the,printed form, i.e.'similar to the
form usually found in textbooksl). A subsequent program module,
which will be discussed briqfly,\ is then capable of "reading" each'
Ommetry class symbol an4 setting up the symmetry transformation
matrices for all the symmetry operations ofthis symmetry class.
With the transformation matricesfor the entire'point group it is
then conveniently possibleto carry out any desirid further
symmetry analysis of a molecule, such as to determine sets of
equivalent atoms, internal coordinates, atomic orbitals and to set
up symmetry coordinates nr'symmetry orbitals.

aZd
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Other Subroutines included in the program module " SYMMETRY"

TEST PNTGR: The main program which handles input and output and
clils.PNTGR.and CHRTBL.

,HDIAG

-ORDMOM:

RCTAiE:

Determines the principal mome s of in rtia.
i5iagonalizes a symmetric matrix ng he Jacobi procedure.
Needea, by, MOMIN:.

letermines;whether a molecule is a asymmetric, symmetric
or spherical 'tcp,'Nhether it is linear or planar or
nonplanar. ..

Ratat1b4a. Acaecule by application of the transformation
.., : .

'matrix.

RCTAX.: -Rotates .a molecUle around one of the coordinate axes.

RCTPNT: CalCulates the Cartesian coordinates of the 2 points which
derine possible axes of rotation, for a nonoriented spherical

top molecule.'
RUMAT: Pete/mines the desired' ransformation matrix, given the .

pOint(t),determined by PNTRCT and the possible order n of
the symmetry,axis.

TEST : Testa, whether a transformation matrix corresponds. to a
'symmetry operation for the molecule under consideration.

WNW: Plota.the molecule,: For this a connectivity table ofthe,
molecule tust he entered.

DATE : Writes the date of theday,
,

.-.
. . ..
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The Computer and Its Role in the Development

-,of the Undergraduate Chethistry Curriculum

Joseph R. Denk
Curriculum Development Manager
North Carolina Educational Computing Service
P. 0. Box 12175
'Research Trianglepirtyk, North Carolina 27709

Undergraduate chemistry provides a strange spectrum of

,computer activity when one considers that our quantitative science

surely should provide the fitting environment to at least the pro-

blem-solving mode afforded by a computer. The spectrum of curric-
.

14.um involvement runs from no usage in-large universitiA3 as well

as small colleges to almost total permeation as at the University

of Texas in Austin, and at St. Andrews Presbyterian,college in

LaUrinbUrg, North Carolina. What is strange is that the spectrum
.._ -

does not resolve itself simply into the problem of the "have's"

and the "heve not's" with reepect'to availability. Some Univer-

sities with graduate schools loaded with computer power haven't a

single undergraduate course in chemistry involving the computer.

Several small colleges with a single teletype or with a programmable

calculator have curricula for which the computer is essential.

What is not strange is the fact that the computer is still an infant

in education and curriculum development. Even more clear are the

financial barriers to usage. Strange and also disturbing are two

opposing factors: the departmental non-financial barriers to,usage

of the computer in education and the apparently forced interest

in getting gra4 money for computer curriculum development as a

result of cut-backs in research fund's (NSF reports 200 proposals

a month for computer-based curriculum development in chemistry).

This session of the Conference on Computers in Chemical Education

is dedicated kuexploring the frontiers upon which decision-makers

embaik when they feel they are willing to introduce the computer

into their chemistry curriculum. The strange spectrum of usage
Ts-
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indicates that there are many on these frontiers and.also that

many are searching for the frontiers themselves. Further, the

doubts as to the validity of the use of the tool relative to its

cost seem very probable as contributing to the current state of

the art. It is also probable that the modes of potential computer

usage still remain unknown to Many.

I see the major frontiers to computer-based chemistry curric-

ulum development as being included in one or more of the following

five general questions:

(1) What size computer will best serve my curriculum needs?,

(2) Should we teach computing itself in the chemistry_currigulum?

(3) What computer languages are best for chemistry education?

(4) Should students write all of the programs or is the age
of 'canned" programs valid'for curriculum developm nt?

(5) What roles can the computer play in the curriculum ?f

Answers to the last four questions are being pursued in several

efforts both with large and small computers. The teaching of

computing and the testing of languages are going on in both
,

environments. Programming by students and the use of materials

created elsewhere are producing a healthy conflict. In the pro-

' cess curriculum inhovatiori is emerging as a result of roles

played by the computer which are undreamed of by many.

A major issue has emerged on these frontiers -- the issue

of whether or not curriculum development rests only on the

production of indigenous materials. For those teaching computing
.

itself, doing one's own thing in programming is usually the only

sway. For the vast majority, however, the hopes lie in the possibil-

ity of reaping the programming results of others. Several centers

for exchange of computer-based chemigal materials are extant for

this majority.

V
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EMI was setup to test whether or not programs would be

Alikun by rpcipte users on the computer,where they exist with I/O

going through the mail. This process has proven ineffective.

ARPA has attempted to tie-up, by hard-wireconnections, several

computers so that access would be "direct".. A successful hard-

wizi graphics network exists out of Santa Barbara. The exchange

of materials via hard-wire connection is coming but is too far in

the future and too expensive for the majority who need materials

now. A third mode of exchange, the physical transportation of

materials, is occuring at Eastern Michigan University (CECCP)
1

,

at the North Carolina Educational Computing SerVice (PALS)
2
, at

Illinois Institute of Technology (COPES)
3
, among several such

centers. This mode of exchange is fraught with difficulties

unimaginable to the novice but light is being shed and exchange

is going on. EIN reported that it catalyzed several hundred

exchange efforts even though it was not set up't6 do this.

I

The papers selected for this section represent depth in.

all of the frontiers mentioned above. The first invited speaker,

K. Jeffrey JOhnson of the University of Pittsburghpwill report

on almost all of the frontiers involved in the use of a large

computer: teaching programming, creating materials, computer

languages, hard-wire exchange, and the sharing.of materials.
?

For the choice of computer size, Johnson's presentation will be

contrasted with that of ProfessOr Klopfenstein of the University

of Oregon who will :present the case for the small computer. Pro -

1Centcr.for the Exchange of Chemistry Computer Programs. For infor-

mation write: Prof. Ronald Collins, Eastern Michigan University,

Ypsilanti, Michigan 48197.

2Program and Literature Service. For information write the'author

of this pape?.

3Cooperative Program Exchange Service. For'infortation

Ronald Stiff, Illinois Institute of'Technology, Chicago, Illinois

60616.

14,
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feAsors James and Koch'of the University of Northern Colorado

will offer contrasting results on'the need for teachini computing

with those of Professors Klopfenstein and JOhnaon. These three

papers will also offer conflict on the,decisioft for choosing

programming languages. .

All of the papers will substantively touch the materials

involved,in the chemistry curriculum. Al Mat'sen of the University

of Texas, who will present the second ihvited paper, will bring

fo4t some of the,most innoirative roles of the computer in chemistry

education. B. Warfen Smith of Earlham College will add further

innovation in experimental design. The problems of transportability

will become evident in all of these papers and will be touched

directly by Larry Sherman of North Carolina A.& T State University

and K. Jeffrey Johnson:, Contrast in opinion on whether or not to
4

use "canned" programs will be evident. A spectrum of materials,

will be presented running from those which ate totally non-trans-,

portable to simply movable systems.

It is hoped that these papers help the decision -maker who

wants to upgrike his curriculum. To the attendee, this hel

should come in choosing computer size and programming langua es.

A key question should enter the attendees mind throughout: an

Ow -I obtain materials to get started or should we go from scratch
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Curriculum Development Through Computer-Based Materials-

Graphics, Tutorials and Programming Languages '

K. Jeffrey JOhndon
Department of Chemistry
University of Pittsburgh
Pittsburgh, Penna. 15213

A
Computing techniques are being used in a number of'ways to

increase the effectiveness of chemical education. In this paper

I will disiuss t4e results of three applications: an interactive

graphirvsyitem, tutorial-drill CAI programs' and teaching computer

programming. ,%

Graphics

Pitt was one of the Universities in.the NSF-sponsored
interactive graphics network Centered at the University of Calif-.

ornia, Santa Barbara. The software, is an extension of the Culler-

Fried system, and is supported by an IBM 360/75. A bloq diagram
of-the remote terminal is shown below.

Keyboard
00000000000

8
008880280

0§888§88g8

Data et
8888888

44'

'Scope
'%---//

Write-only

TTY

Plotter

The:ilser interacts with the system by pressingkeys on the
keYboard, .gach time a key is pressed a bit string As transmitted

to Santa Bail)ara, an operation is performed, and ttie result

returned and displayed on the scopy. If a permanent copy of the

Kogram, name is values or a plot is desired, the output can be

directed tOithe teletype and/or plotter.

acvJ
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A' number of Programs to stimulate, chemical systems have

been written. Table I contains,'a brief description of these
programs.

c

Table Graphics Programs

Name Description

NMR Simulate AB, AB2, ABX and A2X2, high-resolution.NMR
spectra. Parameters: chemical shifts, coupling
constants,

EXCHANGE Two,site NMR exchange. Parameters: lifetime, shift.

CONTOUR Constant 114(1 contour line; drawn for the ls,2p,3p and
3d orbitals. Parameters: effective nuclear change,

T*T/Y*T
max

RADIAL Hydrogen atonCradiel distribution functions (ls,2s,2p
3p,3d). Parameters: quantum numbers:

EQUIL 'Calculate equiiibrimm cqnstant/by minimizing total
free energy function. Output: total free energy vs.
extent of reaction. Parameters: temperature, stoich-
iometry, standard chemical potentials.

HEAT Enthalpy of reaction. Integrates empirical Cp furiC-

tion. Output: display of function, integral.
Parameters: empirical constants, temperature range,
enthalpy at one temperature.

Kl K2
. KIN (1) Simulates A- B4-.C. Output: A,B,C vs. time.

Paratheters Kl,Ka,:Ao.

KIN (2) Bl..) C. Parameters: 4 rate constants, Ao.

.)
DERIV Determines the inflection point of a sigmoid curve.

EDTA Simulate 04 EDTA titration. Parameters: Kf, pH,

[M2+].

NERNST . Calculate EMF for M m electrode in H2O-NH3 solution.
Output: EMF vs, pH. Parameters: Z, Eo, successive
formation constants

1%.
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?able I. _Graphics Programs (Continued)

Name Description

MX
2

Calculate solubility curve of MX2, where X is conjur
gate base of HX. Output: Solubility and log of

solubility vs. pH. Parameters: Ksp, Ka.

LIGAND Metal-ligand, equilibria. OutPutt fraction of each

species vs. log Of ligand cone. Parametersumber
of ligands, stepwise fortation constants.

N Simulates formation funcion in metal-ligand systems.
Parameters: number of ligands, stepwise formation

constants.

The.output of these simulation programs has been recorded
on Super-8mm film, and 35-mm slides And prints. Film loops are
currently being prepared.and the slides and prints can be used in

several courses.

During the fall term of 1970, a memo was sent to all
students enrolled in physical 'chemistry courses. Interested.c,

students were invited to, sign up for special one credit course in
programming the interactive graphics system. The course met one

evening each week. Eight students enrolled. After two hours the

students were able to start programming. The only requirement was

a documented project due at the end of the term. Most of the

students chose their own projects. They included: a simulation

of van der Walls forces, a study of the solubility behavior of
silver halides as a function of halide concentration, an analysis
of the Michaelis-Menten equation and Lineweaver-Surk plots'of .

enzyme inhibition systems, and a simulation of), the Monod-Wyman-

Changeux model of enzyme cooperativity. One of the stAdents was

so hooked on the system that he wanted more information about thv

NSF proposal. He was going to'graduate school and wanted to get

a terminal. r

Tutorials

The Pitt Computer Center supports the CAI-oriented

fie



larigUage CATALYST/PIL. CATALYST (Computer Assisted Teaching and
learning System) is a prodessor designed to facilitate the writing
'of,CAIAlessons. PIL, is 4 JOSS-derived conversational language.
The CATALYST/PIL interface provided both lesson designer and
student easy access to desireable features_of both languages. The

student, DO example, can use the desk calculator mode of PIL to
solve chemical arithmetic,problems. The lesson designer can build
in random numbers wherever desireable so thitno two students
receive the same problems. Dtis also, easy for the lesson designer
to build in branches if the student asst for held:), more infoima-

'tion, is off by a factor of two, etc.

The emphasis has been on numerical problems. . There are

-;20 tutorial -drill lessons. on stoichiometry, gas laws, colligative
:properties, Faraday's laws and aqueoui equilibria. 'There are 4,
-verbal IeiSsoni on bonding theories, - periodic properties and elec-'
trolytes. The lessons average 20 minutes Of terminal time.-

In principle this approach has a number'of advantages.
The computer is'an infinitely patient tutor. StuAents can use PIL

to solve stoichiometry and pH problems. At any point the student
can.type help and get an appropriate, hint. If the student tykes a
wrong answer, the computer will amine it for the two or three
most common mistakes and write an appropriate message ("Did you
forget to convert from degrees Centigrade to degrees Kelvin ?").
After two or three incorrect responses the computer willoutline,
the correct solution td the Problem.

There are'also a number of disadvantages. A time-sharing
system is required. Free time and an adequate supply of terminals
must be available. The system must be reliable, and easy to use.

1 The lessons require a tremendous investment in programmer and
lesson-designer time.

The students seem.to enjoy using the programs when the
time-sharing system i& stable and they can find a terminal. They -

ask me when programs on the Bohr atom, radioactivity, hybridize-
.. tion, etc. will be available. I think that with care'an effective

library bf tutorial-drill modules can be developed that will make
freshman chemistry h pore stimulating learning experience.

40 .

.

. Provamming_Languag4es
4

An:attemptis being made to make computing an integral

.

o

SA, ft.o...i
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Analytical Chemistry (Continued) 0

Name Description

TiTR Data reduction program, determines thermodynamic acid

dissociation constants of 0-alanine frOm experimental

data.

'TITRN# Data reductiOn program, numerical differentiation of

titration data.

GAS

Phtsical Chemistry

Calculate compressibility of a van der Waals gas. as

a function of P, a, b, and T.

EQUIL* Calculate equilibrium constant by minimizing total,

free energy function, function of stoichiometric

factors, chemical potentials and temperature.

HEAT ,
Calculate enthalpy of reaction from

6E'T
+ J4T2 papdT

2
64T1

T
1

BOX Solve particle in the box problem:

,tan
12a(2ME)11

f
2(Vo-E)1/2E

1/2

function of a, and Vo.

2E-Vo

EMF Perform.regressiod analysis on EMF data,as a function

of molality.

VOLUME Determine partial molal volume from solution data.

ENTROPY* Calculates the entropy oi!a molecule from splitctrosco-
, *plc data; function of the number of atoms in the

molecule, linearity, temperature, pressure, symmetry

factor, multiplicity, fundamental vibration frequen-

cies, mass of each atom.and the coordinates of each

atom relative to an arbitrary origin.

NMR* Calculates an AB, AB2, ABX, A2X2 or A2B3 NMR spectrum

as a.function of chemical.shifts and coupling,

constants.

. Jai
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.r

part of undergraduate instruction in chemistry at Pitt. The
freshman use PIL in a desk calculator mode as described above.
In analytical chemistry an optional problem set is available in
which certaih cheMical systems are to be simulated. A library of
Fortran programs is also described sothat students can check
their work and use the computer to explore these systems.as a
function of the parametprs'. Another problem .set is available to_
physical chemistry students. In addition, two hours of_instruc-
tion in PIL are:included as part of the laboratory-recitatiOn

, .

program. This is sufficient background for the students to write -

their own linear least squares ptogram.
4

-1 An upper-division elective, "Numerical Methods in Chei-
istry", is given once, a year. In this course the PIL and Fortran
IV languages are covered and several topics in numerical analysis
are discussed from a chemical applications point of view. This
course is described in J. Chem. Ed. 1E, 819 (1970).

,

The current library' of Fortran programs is described ift'
Table II.

Table II. Fortran Programs )1,

Analytical Chemistry

Name Description

Simulate weak acid - strong base titration curve;
function of Ka, Ca.

Simulate EDTA-M
2+

titration curve! functa of Kf and
pH.

Calculate EMF for Mim electrode in M
Z+

-NH3 solu-,
tion; function of pH, Ki, Z, E°.

HA*

EDTA*

NERNST*

MX2 Calculate solubility of MX where X is conjugate base ?

of HX; function of Ksp, Ka, pH.

MX* Calculate solubility of MX where X is the conjugate
. base of H

z
X; function of Ksp, K

1,
K2, ... KZ, pH.

Calculate solubility of MA where M forms compldxes
with a ligand L; function of Ksp, K1, K2, Kn,

. log EL).

%Jo
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Physical Chemistry (Continued)

Name Description

ABC* Calculates an ABC NMR spectrum as a function of chemi-

cal shifts and coupling constants.

HMO* Solves Wickel Molecular Orbital problems.

'CONTOUR Calculates orbital contours; function of Z
eff

and T*T.

LINEAR* Data reduction program, performs inear regression

analysis.

GtG Data reduction program, LINEAR modified for the

Guggenheim method.

,

Others

Searches a database of organic compounds containing

melting and boiling points, strong IR band frequencies

and Sadtler file members.

POLREG* Polynomial regression'alialysis.

MATINV* Matrix inverter.

JACOBI. Hermetian matrix diagonalization routine.'

'RUNGE Solves a system of differential equations.

SECANT Solves a system of nonlinear simultaneous equations

(Secant method).

NEWTON# Solves a system of nonlinear simultaneous equations

fNewton-Rapheson method).

ITINV# ,Interactive matrix inverse routine.

110NLIN # Nonlinear least squares routine.

PLOT*. Typewriter art plot routine.

CALCMP # Calc6p plotter routine.

*Complete documentation available. In preparation.

41.*t.044.)

4t4

Wit
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Concluding Remarks

I have emphasized here two applications of computers in
chemical education. The one,,through CAI, is a.tutorial-drill
facility. And the second i5 a facility for simulation and problem
solVing.. CAI may be able to proVide poorly motivated-freshman
chemistr,y students an interesting and effective teaching tool.

The simulation programs will allow good students to manipulate
chemical systems as a function of the paradeters. 'These programs
can provide a relatively painless procedure: for studying numeri-
cally complex systems. Catefully,chosen computer-based curricu-
lum materials can add a new dimension to chemical education.,'
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APPLICATION OF."CANNED" PROGRAMS AND COMPUTERIZED LITElitAt SEARCHING

TO AN UNDERGRADUATE' CHEMICAL CURRICULUM

By :

Larrylf.'Sherman

pepartment of Chimisry
North Carolina Agricultural. and TechniCal State Univpreity

Greensboro, North Carblina 27411. 1.

INTRODUCTION

The use of computer technology in the chemical curriculum at

A & T State University can be divided into three parts. (1) The.

conventional use of }programming yin the instrumental analysia course

to aid in calculating the data derived fiom coaplicated experiaents

(2) The use of.canned programs in the normal chemical curriculum;

(3) The development of a course in compater literature.searchipg,
and the retrieving of data from a data bank. .

There' are two computer facilities available to: faculty` and.

students at A &T State. Therels a Computer Science Departatint-

on the campuswfiich operates a Control Data 330( (CDC).

The computer Will accept Fortran IV, Cobol, and extended'Algol

0 and is adequate for teaching computer programing;
administrative operation, and processing research datauhowever,

all data is bay 6h processed and the computer facility-lacks the

versatility desired for classroom instruction. It has the

advantage oil twenty minute to one hour turnover time durinethe'
eventy-seVen'hours-it operates .per week. 'The second facility

av;Illable is an 1B$ 1050, terminal connected to the Triangle
Oniversity Computer Center (TUCC) at the Research Triangle Park.

The terminal is located in the Engineering Building, TUCC has

an IBM360 Model 75 computer which is exclusively devoted' to

time sharing; this computer will accept many more,languAgea'than

the CDC, Including 41/1 Watrour,,WatFive, and conversational,

program (cps). Since almost one hundred terminals throughout
the state of North Carolina feed data in the computer, the :

turnover time is - often five to seven hours 'during busy times in

the Universities schedules. However, the disadvantage of slow

turnover time is compensated by the vast data bank'which'is

available; and since a large number of programs are available in

conversational programming, direct claesteom instruction can be

given through the terminal. Due to the differences in the
systems, direct translation roadie system to the other is not
possible and minor changes in programming are necessary, beside

changes in job card and syst cards, even when the same language

1

3Z.-i3
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is being used.. Thus elementary student programs become United
to one system.

PART

Because of the lack of transportability,ill programming
instruction in the chemistry department was adapted to the CDC.
hit= IV programming is introduced into the Instrnmental
Analysis class. The students receive four lectures on pro-
graming, giving them sufficient background to use the computer
to perform linear regression analysis and give statistical
interpretation of their experimental data Although the
students dO not leatn any sophisticated programming, they have
learned the fundamentals and application of data processing to
'non-trivial experiments.

PART n
Other than the instrumental analysis course,' the Chemistry

--.NDepartment does not offer its students formal programming
instructions; the students are expected to obtain the instruction
in other departments. In other* chemistry courses, the computer
is used as a "black box." It is often difficult to convince
people of the merits of computer black box instruction. Some
sophisticated programmers feel the black box usage has little
educational value. Some novices feel the computer is a gimmick.
Although.botA arguments have merit, the people who put forth
-these arguments fail to look at the purposes"behind the computer
.-usage. -They see the computer as a tool in itself and not as a
means. to teach other subjects. 'The computer should be viewed in
the sue manner as the infrared (IR) or nuclear magnetic spectro-
;toter resource (NMR). Every chemist is expected to know the
rudiments of interpreting infrared spectra, but rarely understand
the internal workings of the instrument or the quantum mechanical
reasons for the infrared bands: -Likewise most chemists cen give
an intelligent discussion of magnetic shifts of an NMR but few
understand. the difference between homogeneous and nonhomogeneous
fields and fewer chemists can solve the exponential Hamiltonian
which explain the observed shifts. Like the IR and the NMR, a,
computer.canbe used to teach chemical principles without an
understanding of the theory behind its use. Just as fu4 use of
an IR,oriMR demands a spectroscopist; the full use of ai computer

rdemandwa skilled pr9grammer. However, other users only need to
know what kind of data they desire, and which buttoni to push.

QUIZ

Some school tike the University of Pittsburgh, have developed
computerized instructional homework but the faculties and time
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er.

necessary for this type of Programmed learning are generally pro-

hibitive, The program QUIZ is a computerised set of typical

chemistry problems. It contains general chemistry and quantitative

analysis *Olen* that are worked by the student as homework. The

4
student worse the problem like any homework assignment, then he

puts his aniwets on a punch Card along with his name and student

numbSti the punch card is delivered to the instructor who places

it in the pidgram deck. The computer checks the student's answers

.and if an answer is correct it identifies the question and prints

a congratulatoty sentence. If the answer is incorrect, the computer

prints a waging that it will only accept answers with three signi-
ficant figures, then prints the-correct format for solving the

problem and asks the'student to rework the question. The computer

also keeps a running'tally of the number of correct answers sub-

mitted by each student and prints a grade on each set of questions.
Although this grade could be used for computing students' grades,
it,is not recorded because a keypunch error can not be distin-

guished frqm an error in chemical theory nor is it possible to

distinguish resubmitted problems from those assigned for that

week,

With QUIZ the student's work is corrected the same day it is
submitted and he:received tutorial help with any problem which

causes hie difficulty. QUIZ also allows the student to resubmit
incorrectly' worked problems and have them graded; this would not
normally be practical if questions were graded by the instructor.

Complicated redox equations are included; the student enters the

sum ofthe coefficients for reactants and products. Since only

redox equations are used, the probability of the sum being correct
when the equation is balanced incorrectly is_ minimised.

QUIZ is written in Fortran IV and can hold 999 typical

chemical problems. the student is given a mimeographed sheet

containing the problems. home of the problems are complete,
other problems have data missing; the missing data is supplied by

the 'Student, using the least three digits of his student number.

The use of blanks gives some individuality to each student's work

and decreases the copying of answers. The student must use his

own student number on the answer card; the, computer picks up the

last three digits of the student number and inserts it into the

problems which is stored in the program. The final printout is

returned to the student by his nuMber.

Because of the additional time needed by the studesnt to

prepare a punch card, the response to computerized homework has

been less than with conventional methodb.
o
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HA

HA
3

a program for. preparing an acid-base titration curve, is one
of the most useful programs in teaching analytical Chemistry. The
program was first introduced into the Quantitative Analysis course.
The student enters the normality of the acid, normality of the
base, number of al of acid and pKa for the acid onto a computer
card, and the computer returns twenty-four points for pH vs %
'titrated curve from 0% to 120%, of base. The student then plots
the.data on a piece of graph paper_to see the effect of a Change
in pKa on a titration curve. Since the computer time is less than
two seconds per run, it is possible to have each student prepare,
a titration curve for five pKa values from one to nine. Norman',
a student could not be expected to plot a curve for more then one
pKa value in an assignment because of the tedious Calculations.

Currently the program solves a quadratic equation but it
is being extended to the solution of cubic equations so that pKa
values of greater than nine can be used without changing the
basic format. This program is mounted both at TUCC and on the
local CDC system, so that only a minimum of student time is
required in obtaining data,

POLTRA

Anther program which has considerable use is the POLTRA
program It is a program for solving polynominal equations and
hae a great deal of use in'helping to avoid the tedious calcula,
tions-liiaed in computing the pH of a weak acid or base when
the weak electrolyte's concentration is such that a. significant
portion of the electrolyte has dissociated (10% or greater). Ih
a,complex pH problem, five to twelve non-linear equations are
obtained with the same number of unknowns as equations. These can
be reduced to one polynomial equation which is then solved by
numerical analysis; the latter may involve hours of hand calcu-
lations especially if the initial, guess is poor. In the POLTRA
program, the student enters the order of the polynomial, and
the coefficients in ascending order. .With these the computer
calculates all real and imaginary solutions to the problem, The
student can then use the positive real numbers to determine the
exact, pH of the solution. This program has made it possible to
assign a large number of problems which illustrate the change
in pH with a change in concentration,%pKa, or pKb without
requiring the student to perform the lengthy arithematic, It is
also possible to illustrate the leVeling affect of water on the
pH,of the solution. Often the latter is neglected because the
solution of the equations is "too difficult," and the inst4uctor

1 a41.
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allows the students to make invalid assumptions because the
aiewere Can not easily be calculated.

-POLTRA is a good example of using the computer to perform
caldulations so that detailed chemical principles can be studied.

ISIS

ISIS5 is a program for searching the American Society for
Testing Materials (ASTM) infrared file mounted at TUCO. ASTM
has gathered all the major' IR files (Sadler, AIPE, AMC, etc.)

and has computerized the searching of 92,000, IR spectra, This
program has been mounted at TWO and can be reached through
remote terminals, The program is most efficiently run if the
norbandregion of spectrum is first determined; a no-band is a
portion of the spectrum where no vibrations produce a band of
more th6 30% transmission.' Nexthe cave length of the IR
bands are determined and the computer searches the file to
identify the spectrun. To compensate'for differences in instru-
ments, a "wiggle" factor of ,0.1 microns is provided for each
peak wave length. The computer prints out the code numbers of
all the compounds with spectiumi which corresponds to the
entered data. Usually three tp,ten code numbers are Obtained,
but lime more than one file may contain the same compound, the
"hit" ratio is much higher Vim would initially appeai from the
printout.

In the instrumental analysis course, the students obtain
the infrired spectrumcd'a solid and'liquid-unknown ,(usually a
simple organic compound like DMF, DNSO, -napthanol: They first
try to identify the compound using reference books." After a week's
work -'usually unsuccessful = they are instructed in' the use of
ISIS-and receilre'the answer-to their Unknown in,dbbut twenty

minutes.

ISIS has also been used by the students taking ClUaitative
Organic Analysis, Although ISIS was not introdUced into the
Course, the staents quick.* learned to'use it, and began idqnti-
gying all their unknown by fR. Unfortunately, the, instructor who

.taught the course did not recognize the potential of computer
searching_ anti- felt the students had just iearned to "beat ", the

course. ,

GAME 6

4.

GAME is a qualitative organic unknown game. It is proprogramed
with organic compounds and forty qualitative analysis tests for

rise compounds. Each test is assigned a cost which is based on
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the time it Would take an analyst to perfor* the test. The object
orthe galls is to determine the unknown at the lowest cost, Since
an understanding of the tests is essential to identify the com-
pound,, a, great deal of organic chemistry can be learned with'GAME.

Faculty members usually enjoy playing the fame; however,
students sometimes become frustrated because they may rum fifteen
to twenty tests and still have no answer to their unknown. GAME

'hes limited usefulness in the North Carina Educatiollai Computing
Service (NCECE) system, for the students quickly learn they can
obtain the. IR for their unknown. They punch the data on a.
computer card andrun the ISIS program to identify the unknown. ,
When this happens, GAME becomes usefess.and it is put away until
the next class.

If one of the objects of a modern chemical curriculum is
to teach'students to interact parameters, GAME and ISIS have done
this. Computer technology does not only save time and open new
avenues of study, it also frustrates instructors whose classical
teaching methods become obsolete, .It, more than anything else,
demands that new approaches and ideas be introduced into chemical-
curriculum so that the normal curriculum does not become trivia]..

Pin III

At A & T there is a catchall course entitled, "Current Trends
in.Chemistry." In the summer of 1970 it was decided to use this
course t* teach computerized literature searching and data
retrieval.

A

The course is apophomore chimistry course,,all students
having completed at least general chemistry, quantitative analysis,
and organic chemistry. The majorityof the students have not had
a couree'in computer programiing and this course is taught with
the same black-box concept described earlier. The students are
given a very elementary introduction to computer usage and
encouraged to ask questions about progrting, but no programming
per se is taught. The students are inscted in keypunch opera-
tion for batch processing of data and the usq of a teletype for _
CPS work; the latter is used whenever possible. About one third
of the course is devoted to literature search using an unconven-
tional method. One third is devoted to data retrieval and processing
and the remainder to studies of employment and problems, in the
chemical industry. Searches are not conducted to be complete but
to be rapid. This means a great deal 'of literature flight be over-
looked, but in light that the majority of our students obtain
industrial positioft, where useable data on a subject is more

4 ,
c..v4 4.1
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important than complete retrieval, speed is emphasized over total

recall. At first it was thought that the Computer Readable Service

of Chemical Abstracts (CA) would be ideal since it is the largest

data bank available. Burlington Industries, the only 1pcal sub-

scriber to this service, offered their facilities. However, they

discontinued subsCription to the CA tapes before the class met,

Contact was then made with Mr. MaCDonald, the Marketing Manager

at Chemical Abstracts, who offered to sell a sample package of

tapes, programs, etc, for $40. The package oould be mounted on

any computer system and be repeatedly used, but because of a change

over at CA to a standard distribution format, the package would
have been obsolete before it could be used a. second time in the

course.

Since the CA file is the largest and most complete scientific
data abstracting and editing service, it could not be neglected.
The students were introduced to the purpose and historical back-
ground of CA's computer readable service. They were given the'

cost of buying the service and the alternate of suloecribing

through a data processing center. Typical "file" cads were

distributed to the students and an explanation given of'all the
information on the cards, frith emphasis put on the indexing search

words,

An alternate to the CA search was provided by the Science

and Technology'Research Center (STRC) at the Research Triangle

Park. They conduct searches on the HASA, DOD, TI and El files

on a contract basis for universities and industries. They have

also 'opposed a demonstration file on the Textile Industry

(fEX2)', This file is Stored at TUCC and assessable throughthe

remote terminals. Permission given by STRC_for students and

instructor of this course to ae the file. The searches are

limited becauseof the amount of data in the film, but illustrate

many important points.

The TEX2 file is designed to search two subjects at once.
While the file is being searched for a subject, another subject

can be added to the search and. all references to both subjects

can be recalled from the system: or while a subject is being

searched it cane intersected by another subject and all
references common to both subjects can be recalled from the system.
Information which is unrelated to the subjects desired can be pro

grammed to be deleted. For example; a-search for references on
formaldehyde resins would produce referenCes for both phenolic

and acetone resins. If only references for phenolic resins are
desired, references to acetone resins Can be deleted-by instructing

the computer to delete them from the list. However, of the three

search techniques, addition, intersection and deletion, the latter

is the least useful, because it is often better to, retrieve ex-

4
traneous references and manually eliminate them than to allow the
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computer to eliminate references which might be useful. However,

because of the Size of the TEX2 film it has not been programmed to 4

delete.

An index of key words and the number of tines they are used
has been prepared, to show the total number of paper references

under any. subject Ratter. This gives the searcher an indication

of the fruitfulness of his search. If a subject has only three

or four references, an intersection or deletion could eliminate'
all the information on the subject, giving no base for the con-

tinuation of a search. Large subject items (50Q to 20,0Q0) would
produce so many estreneous references witho t intersection or

deletion that a computer,search would have n advantage over a

manual search.

The TeX2 file which is written in CPS has a limited number of
references and keyword and is programmed to print out the nearest
word to a misspell.ed or nonexistent keywords. When a keyword is

requested, the computer prints out the :Umber of refe 't- nces and

asks how many are desired. This file, which was pre.: by

textile students, also demonstrates the problems which ,.'arise'
when technicians in one field prepare an index to be usod in

fields. There are sixteen references filed under the keyword
Heat and two'references under Entropy, a term usupolSr associated

with heat. If references for Heat were requested and intersected

with a request for entropy references, two printouts would be

expected. However, the recall was zero. .The textile student

who prepared the file had studied'littleor no physical chemistry
and did not recognize that EntrOpyshOuld be a subdivision of
Heat, The failure of thislsearch illustrates that even oomputer
searches are strongly dependentupor. the technical knowledge of
the programmer and indexer.

=, The TEX2 file maidemonstrated in one laboratory-lecture
session. The students were asked to prepare a literature search
based.on the file and execute it through the terminal. They were
given an outline and an index and asked to make additions to the
main subject, intersections and deletions (the latter to familiarize
the students with the technique). From their work, they prepared

a report on the use of the file. While the students were preparing
a literature search on the TEX2 file, a real literature search on
electrochemistry was also prepared by the instructor using the
NASA file as STRC. After the searches were completed; the entire
class madea visit to STRC where they were instructed further in
literature searches and given demonstration of the working of a

search institution, This gave the students' the insight into the

vast amount of work and expense put into setting up and operating
an organization which can'handle the literature published in the

scientific fields. At the time of the visit Mr. Lockwood, the

%J.-rt.)
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Applications Engineer, illustrated by using the instructor's
prepared search, the tedious process of deleting,'after retrieval,
the extraneous information which naturally 0011411 with the search
due to non-specificity of the English language, He illustrated
this by explaining that during a search for references on Venetian
blinds, the computer will alsoretrieve references an blind
Venetians and any attempt to delete the latter runs the risk of
invalidating the search.

ACKNOWLEDGMENTS

The author wishes to thank the North Carolina Educational .

Computing Service for an award which helped to pay for the computer
usuage and also to .thank Mr. Peter lhenery and the staff of the
Science and Technology Research Center for their assistance in this
work.

NOTE'S

All programs mentioned in this talk, except the TEX2 file, are
available from the author or from Dr. Joseph Denk, N.C.E.C.S.,
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A COMPUTER-USEU SIMULATION GAME

FOR TEACHING EXPERIMENTAL STRATEGIES. IN CHEMICAL KINETICS-

H. Warren Smith

EarlhaM Csllege
Richmond, Indiana

. f
Laboratory exercises have traditionally been ad important

part of science education:and especiall3t chemical education.
They have served to get our students past the world of words,
words in books or words in lectures, to the real.world of mate-
rials. In the laboratory the student observes how chemicals'
-behave and begins to see that the chemical concepts presented in
lectUreare useful iwunderstanding chemical phenomenon. In the
laboratory-the-student is introduced to a variety of'chemical
techniques-and gains confidence in his ability to manipulate cer-
tain aspects of nature.

In addition to introducing the student to the ritualistic
aspects of chemistry, the laboratory can also be used to develop
other skills used bythe search scientist. As the student
gains confidence arid ab ity in the experimental techniques, he
is encouraged to take a larger role in planning the experiment.
Eventually the'labprat ry may become open-ended to the extent
that the student i,s gi en a statement of the prOblem to be in-
vestigated and asked to.c mpletely design the procedure, carry
out the experiment and i erpret the data. It is these two
additional factors -- experlmental design and analysis of the
data -- that we believe should be emphasized in the laboratory
training of our students.

Computer Roles in Chemical Education'

The computerhas been used in'several ways to improve
laboratory instruction. Most of the student use of the com-
puter is essentially as an extension of his slide rule. He
learns to.use.it to avoid the laborious computations needed t9
reduce his experimental data to results that can be understoog
in terms of the'concepts of chemistiry. For example, the results
of a dumber of titrations are averaged and the concentration of
the solution calculated by the tomputer. I would expect that the
biggest use of computdrs by)chemists has been in this data pro-
cessing mode.

Computers, are also used, in both teaching and research, to
simulate chemical systems w

4
th a computer-based mathematical

modei. Complex reaction m hanisms can be readily simulated by

t



a series of differential equations, so that the concentrations

of any of the chemical species in a reacting system can be

printed or graphed as a function of time. These calculated

curves can be compared with experimental data as a test of the

validity of the model. Pedagogically this approach can be used

to help students discover relevant parameters of a system and
the functional relation of these parameters. For example, a

computer prOgramed with a model of gas behavior might be used by

a student to discover the ideal gas law by vlaying around with

volume, temperature and mass to see what pia pressures will

result. A more sophisticated simulation might lead him to dis-

cover something about the behavior of real gases. Hence, the

simulation can partially replace a laboratory experience. There.

is also an increase in educational efficiency, since the time-
consuming process of data collection can be omitted.

Generating individualized data for "dry" laboratory experi-

ments is a'use'of the computer closely related to simulation.

In this pedagogical technique, an experiment is described to the

students__perhaps they are shown a film of an experiment being

performed. They are then supplied with their personal set of
data, which might have been obtained from this experiment. The

student struggles with the problem of data reduction and inter-
pretation in much the same way as in the traditional lab. How-

ever, in the case of the computer-generated data, the student is

certain that, while the data may contain "experimental" errors,
the basic design and execution of the experiment are such that a
meaningful analysis is possible. In the tradit nal lab exercise

the experimental design has been worked out for he student, but

his failure to *allow the instructions carefully may result in

uninterpretable data. For example, the student who discards the

wrong fraction of a separation may be required to perform the

probably unrewarding exercise of repeating the experiment. The

use of computer-generated data again produces time saving by

eliminating the data collection step.

Another use of the computer., which has not been as widely

exploited in chemistry as in economics and business administra-

. tion, is the use of games.1 The clear advantage of a game is

that it must have explicit goals. The student knows when he is

winning. The second major aspect of a game is that it has a set

of rules. The rules may be highly artificial, as in football
where foreward passes are only allowed from behind the line of

scrimmage. In applying the concept of games to chemicalleducation,

probably the most useful games would have rules very similar to

those used in simulation. For example, a chemistry game based on

gas behavior would deal with pressure, temperature, volume and

mass in ways that are designed to model what might reasonably

happen in the laboratory. However, the rules are under the con-

trol of the instructor and may Le modified to achieve. his

educational objectives.



6-24

The rules relating to how the game is scored are particularly
useful in shaping student behavior. The size of the ante required
to get into the game may be made dependent on the amount of infor-
mation sought from the simulation. The size of the payoff could
depend in various ways on the type of results obtained. By adjust-
ing the cost-payoff formulas a winning strategy could be made to
Correspond to the behavior of a trained chemist.

KNEXP: A:Kinetics Experiment Game

To begin the kinetics-experiment game, KNEXP, the player makes
a number of choices which determine the design of the experiment.
To study a designated reaction, he selects the initial concentra-

tions of reactants, the temperaturt of the reactants, the product
or reactant which is to be sampled, and the number and freqUency
of samples to be made. The player must also specify the degree
of precision desired on each of these variables. The computer
then prints a table of the desired concentrations, along Oith a
plot of these concentrations vs. time. The student is then faced
with the task of analyzing a set of data which contains "experi-
mental" errors that depend on his specified precisions. The
analysis is further complicated by the student's basic experimental
design, which may or may not,lead to interpretable data. The data
may show only that, in the case of a relatively slow reaction,
essentially no changes have occurred in the time interval examined,
or that, in the case of a relatively fast reaction, the reactions
has gone to completion before'more than one or two data points can
be collected. Less obvious difficulties can arise when conditions

for "flooding", or the method Of initial rates are not met; or the
data points cover only a fraction of a half-life.

Pioblems.related to experimental design are seldom allowed to
occur in the usual laboratory exercises. In most cases, design'
errors are programed out of the students' experience by the labo-
ratory manual author or the course instructor. This is necessary
because of the large amount of time and effort that coula.-be
wasted by collecting tninterpretable data. Since the student does
not have,the opportunity to try various approaches to a problem,
including some obvious blunders, he does not have the opportunity
to learn why some experiments give useful data and others do not.

In order to convert this simulation of a kinetics experiment
into a game, a chaige is made for each kinetics run, which is in-
versely related to the degree of precision specified on each
variable and directly related to the number of experimental con-
centrations that are analyzed. When a student reports his result,
in this case a rate law and activation energy, he is awarded a
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certain payoff, which hopefully balances off the charges accumula-

ted in obtaining the result. In any event, he has a,score,'which

tells him whether he is winning or losing.

The assessment of a charge can also be used to improve the

simulation. In this case the ante required would be related to
the time and effort needed to actually perform the experiment in
the laboratory. This is the service the computer is performing

for the player. Hence, theecharge is graduated to indicate the
relative difficulty of preparing and analyzing solutions or of
maintaining a selected temperature interval. The charging for-

mula makes it too expensive to specify all variables to the high-
est attainable precision.' The player is forced to consider the
trade-off between the rising costs of his experiment and the

probabilii of a useful outcome to the experiment. Students
overly impressed with the Cost of precision have produced data
which was sufficiently random that it it equally well (or

poorly) a Zero, first, and second order kinetics plot. On the
other extreme, by specifying very high precision or a large

, number, of data points a player.may incur a larger expense than

any positive payoff he might receive. .

The Programing Strategy for KNEXP

An abbreviated flow diagrpxn of the program, KNEXP, is shown

in Figure 1. The reaction specifications are read from cards,

and printed for the student to check. If there has been a card

punching error, the run can be halted at no charge. Otherwise,,

the program selects the stoichiometric coefficients and the
Arrhenius temperature-dependence parameters from a stored table.
In the present program the reactions and rate laws are chosen'to

be reasonable, but do not correspoud'to actual reactions.

The experimental errors are simulated using the IBM-
supplied scientific subroutine GAUSS, whiCh selects a random

number from a normal distribution with a specified mean and
standard deviation. A random initial index for GAUSS is ob-

.

tained by having the student flip a data switch, which terminates

a loop. The exit value of the loop index is then used by GAUSS.
In this way it is assured that no two'runs will be the same even
with identical inputdata. Using this method, initial values of

the concentration of all reactants are chosen using the student's
precision, specification as the standard deviation. These values

are not further randomiied during the run., The values of tempera-

ture and the time are selected randomly at each time specified.
The initial oomeentration, time and temperature values are used
to compute concentrations at a later time. Theerrors resulting

from analysis of the sample are introduced by a final call to
GAUSS, which uses the student's specification of precision of

O
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analysis as the standard'deviation. Hence, the values of tempera-
ture, time and sample concentration vary. randomly about their
"true" values during a kinetic run, producing a spread of data
points about the best straight line on the correct kinetic plot.

However, a lack of accuracy in the choice of initial concentra-
tion will not effect the spread of data points, if they are from
a single experimental run.

The computer program uses integrated rate laws to calculate
concentrations of'reactants and products at the times specified
by students. At present three cases have been programed: first
order reaction in one reactant, zero order in others; second order
in one reactant, zero order in others; and first order in two
reactants and zero order in other reactantd. Rate constants for
these equations are caltulated using the Arrheniuslorm of the
temperature dependence equation. Other more complicated rate
laws and sophisticated temperature-dependence equations could be
employed as the student's knowledge of chemical dynamics becomes
more advanced.

The prdft-am-identifies the student by a cede number and
calculates his ante for the run by a formula such as the following;

Cost

+

0.05 0.5
E

(E

o([1]0)/(A4

0.05

6(T)

0.5
+ )

6(0

where

[A]
o

is the initial concentration of reactant A

6([11] is the precision of [A]c)

5(T) is the precision of the temperature (°C)

[A] is the concentration of compound A at time t.

6([A]) is the precision of [A]

5(t) is the precision of the time (sec)

N is the number of samples analyzed.

The first stimmation is over all reactants, while the second is
over all compounds being analyzed. The constant factors in this

equation are chosen to give relatively even weight to the various
factors. However, if the instructor wished, to encourage the use

4,
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of the method of initial rates, for example, the constants in the
first and second terms could be lowered relative to the- constants

in the last term. In this way the cost of setting up a number of
kinetic runs would be reduced relative to collecting a number of

data points with the name initial conCentrationa. Even without
this added incentive, students soon see that four or five data
pointd per kinetic run are usually sufficient, provided the pointi

cover an adequate range,of reaction.- a fact often missed by stu-
4

dents working is the laboratory,, perhaps because of the separation
of data collection in the lab from the later data analysis at home.

Also in the computer game the cost of-additional data points is
more explicit.

fi

In addition to,tabular and graphical output of the data
resulting from a run,.the data may also be punched on to cards
for processing by other programs. In conjunction with KNEXP, a

general graphing program is made available to the students to

aid their analysis of the data. The graphing prograill allows the

data from the kinetic experiment game to be, plotted in the usual

zero, first, second or third order kinetics plots over any range

of time-concentration values. lie, slope and intercept-of the,

least squares line through the data points are also calculated.

One student, in an attempt to get more information from a run,

wrote a computer program that systematically calculated sets of

rate constants for various reaction orders. This program made

it possible, at least in principle, to obtain the rate law from

one or two carefully chosen experiments.

The payoff for the correct rate and reasonable values

for the specific rate constant at 25°C C and the activation energy
depends on the difficulty of the reaction and the accuracy of

the results. Such factors as number of reactants and overall

order of the reaction are considered in assessing the difficulty

of the problem. Values within ± 20Z of the "true" value of the'

specific rate constant and ± 0.5 Kcal on the activation energy''
are considered acceptable fpr full credit. .

Conclusion

The type of laboratory exercise represented by this reaction
kinetics game shares many of the features, of the more open-ended,

problem-oriented laboratory experiments. It engages the student's

attention in more than careful reading of the procedure. He

selects the procedure himself and works out the details. The

analysis of the data is not a pro forma exercise, to reach a con-
clusion already4pbvious from reading the text. On the other

hand, it has the advantage over many "research" type experimentd.

that the rules of the game can be closely controlled by the

a.; tiev
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/*
instructor, and the time-consuming proceds of data collection is
omitted. A common problem with open-ended labs is. that after
'spending several w.eks designing the experiment, collecting data,
and analyzing the results the student realizes that his design
was faulty or that other experiments must be done in order to
achieire his goal. In the computer game, he would have ready °

'access to more data and other experimental designs. In addition,
the instructor can present the problems in order of increasing
difficulty, so that a student is challenged but -succeeds in
reaching the goal.

In comparing the values of the open-ended laboratory with
the game-type of laboratory, the educational efficiency of,
these pedagogical techniques should he considered. Many more
situations in chemical dynamics can be presented to the student
using the strategy of the computer game and eliminating the
educational unproductive data collection exercise.

The rapid acquisition of data frees the student's time and
effort for concentration on the important skills of experimental
design and interpretation of experimental data. Finally, there
is an intrinsic motivational fac'tor in a game. Since the game
is played,against the system (nature) rather, than against their
classmates, it is possible for everyone to win.

This is not to say that all wet laboratory experiments:
should be replaced by computer-based simulation games, but that
some mix which includes games is definitely appropriate.

Footnote

1. The inspiration for the program discussed in this
paper came from DATACALL, a simulation game programed
by RichareJohnson to teach research strategies in
psychology at Earlham College. DATACALL was described
at the Dartmouth Conference In Computers in June 1971.
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Read and Print

Specifications of reaction

[A]o ± d(IA]o),(B]o ± d((B]o)

T ± d (T) , t ± d (t) , .N,

s(tA1), a(D31)

V
"Get A and E

from Tablea
for specified reaction

Call GAUSS

get randomized
(A].0 and (B)0

Call GAUSS
get randomized
T and time

, Compute
(A], (B],

\/

Call GAUSS
get randomized

(A], (B]

Write
cost and record

of run on disk

Figure 1
Simplified flow diagram of KNEXP: a kinetics experiment gaming

program.
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I.. Introduction

The Vector Space Theory' of Matter (V'STM) is the title

of a course which has been taught to superior freshman 'at the

University of Texas at Austin for the past five years. It

is open to both science and non-science students and

satisfies the freshman chemistry requiremdnt. The motivation

for the course is as follows:

i. to prevent the acquisition of myths about theories in

g.enec.a.l. and theories of structure of mattar in particular,

iit to shorten the time required for the student to getto
f""the forefront of modern developments,

iii. to teach superior ;non-science students about scientific

theory,

iv. to provide fax all students.a philosophy of science,

v. to challenge those students who have had a superior

set ool chemistry course,

vi. provide a realization of the 'new-math' concepts.

vii. to provide computer orientation in a chemistry environment.

is concerned with micromatter: atoms, molecules.

nuclei, and elementary particles. The science syllabus is

given in Table 1. Tlstarred topics. constitute a short course

of about twenty lectures.

W1TM employs vector space (Dirac-Heisenberg) mechanics

dhich emphasizes vector spaces and operators rather than wave

(1;chroedinger) mecflanics which emphasizes differential equations. The

L . e
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mathematics, which is required for VSTM is taught as an integral

part of the course and is based on the concept of a set. Three

examples of sets are exhibited and exploited. They'are:

a. the complex number field,

b. vector spacesove the complex number field,

c. algebras of.operatorS on vector spaces.

VSTM does not require calculus. The syllabus alternates between

mathematics and science, a technique which makes for consider.ab e
f

reinforcement of the learning process. The science provides

examples for the mathematics and the mathematics provides a

rea.11zation of
.
the Science.

pl

,

).,,J

.

. ifhe good, student has little difficulty with either

the mathematics or its application in VSTM. H does, however,

have. cOnsiderable difficulty with the acceptance of the VSTM

because of'his association of the objectively I'eal with the classical'

deterministic world. To reduce the student's philosophical

problems, there,is also taught aS'an integral part of the course,

the ACP (axiomatic cum pragmatic) epistemology. This philosophical

part Of VSTM is, fot many'students, the most exciting part

of the course.

According to ACP, the set containing all man's

experiences can be subdivided into two subsets: the physical,

subset and the humane. subset. Regarding the physical subset,

ACP claims the following:

a. the physical subset of man's experience consists solely

of observations and theories about the observations,

b. a theory is a deivc,e for predicting observations,
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c. a theory is judged by the diversity and accuracy of it

predictions,

d'. concepts like truth, reality and meaning play no useful

role in-theory evaluation. Historically; the use of idealistic,

value judgements have been counterproductive for science;

,Although we are primarily interested in 'the physical -subset, much

of the epistemology of the physical subset gets ultimately

transferred into the humane subset.

In VSTM all theories of micromatter are formulated

in the six -step. way (see Figure 1). Questions about,terms of

reality, truth and meaning are declared off limits. We close

this section with a few remarks about step six of the six-step

way. Quantum numbers can be inferred from experiment._ To

predict quantum numbers we must select a Hamiltonian (step 1)

which commutes with every element of some associative (Frobenius)

algebra or'd'non-associative (Lie) algebra. On the basis

of the Wigner-Eckart theorem, we then predict that the observed

quantum numbers are the irreducible represent'ations.of the algebra.

They are accordingly called algebraic quantum numbers. For

example, for the hydrogen atom

CGR(k) n, the principle quantum number

4 .MGR (3) C, m, the azimuthal and magnetic quantum numbers

I',GSU(2) ,s, the spin quantum number

For olementari particles

za:T1(3) - I (isospin), Y '(hypercharge)

-.41:"



S

6-35

The textbooks far VSTM are:

F. A. Matsen; Vector Space and Algebra fd'r Chemistry and Physics,

. Holt, Rinehart and Winston, 1971.

F. A. Matsen, Vector Space Theory'of Matter, Vol. I (Chemistry),

University of Texas Co-Op (1970); Holt, Rinehart.

and Winston, (Scheduled 1972).

F. A. Matsen, Vector Space Theory of Matter, Vol.:II (Physics),

Holt, Rinehart and Winston,'(Scheduled 1972).
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II. Computer Usage in VSTM (with Robert Wesson and Barbara Sapienza)

In VSTM the computer is used in thre,e ways:

a. the laboratory contains an experiment consisting of

simple Fortran .progemmIng,

b. the eigenvectos and eigenvalues for large systems

are computed with canned programs,

c. CAI.

An example of -CAI is a tutorial for the computation

of eigenvectors and eigenvalues. Given a matrix the computation

1:S car'ried oit at, folloas:-

Step 1. Solve eigenvalue problem,

Step 2. Write eigenvector equation in ratio foim,

Step 3. .Solve for ratios,

Step4. Normaliae the vector.

' The CAI is called a tutorial because it presupposes some previous

knowledge on the part of the student which is acquired by they

so-calledtquipk and dirtymethodL

i. .a twenty minute lecture followed immediately by a quiz,

ii. a second lecture over the,same material followed

immedi.ltely by a quiz.

Those who Geored perfectly on quiz i are excused from quiz, ii

and whatever follo&s. Those who scored perfectly on i or ii

are excused from what follows. The remaining 15% are required

to take the CAI'tutorial.'
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A flow diagram for the eigenvalue-eigenvector tutorial

beginning with step 2 is,given in Figure 2, a typical print out

in Figure.3 and a glossary Jn,the appendix. The Math text

to whi6h reference is made in the tutorial is Vector Spaces.

and Algebras. The tutorial employs as a programming language

CLIC (Conversational Language of Instruction and Computing)

which is translated and compiled as a Fortran program on the

UT CDC6600-6400 system. The program at remote terminal'is

executed with the time sharing language TAURUS.

.Three interesting features have emerged:

a. The quick and dirty method solves many student problems

and greatly relieves the load on CAI programming and the

computer,

b. The eigenveCtor-eigenvalue tutorial does mote than teach

the student eigenvPctors and eigenvalues. It also teaches him

how to study.applied mathematics. Students often become

discouraged when they cannot see answers immediately. The

CAI tutorial slows them -down (it is verbal) and indoctrinates

them with the necessity, of taking one step at a time and of

focussing carefully on each step. Further, it teaches them that

questions about truth, reality and meaning are not part of the

computation. This lesson carries over and we find CAI is less
1.

necessary Later in the course.

.c. There remains a hard core five percent who do not

respond to CAI. Some of these can be handlpd on a personal

7(`tle:r
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tutoriul basis but others are' psychologically indi'sposed toward

the eduction of scientific concepts to .steps in a computation.

'We try to cycle these 'people out of VSTM into aiconirentional
r

cout. the end of the first week. "-
0

In summary, VSTM makes all students (science and

non-science) computer conscious. In fact, it has influenced,

many students in the direction of computer scierice, 4--

tt

I
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Table I

Territory Accessible by the Six-Step Way

1. Simple Orbital Theory

* a, Atomic Orbitals
* b. RUckel Orbitals
* c. LiganalTald Orbitals

d. Bloch (Solid State). Orbitals,
e. Nucleonic Ofttials
f. Quark Orbitals
g. Spin Orbitals

2. Coarse Structure Theory
.

a, Atoms'
b.- Unsaturated Molecules
c. complex Ios
d. Solids
e. Nuclei (Supermultiplet Theory)
f. Baryons, Mesons

3. Fine Structure Theory

- a. Fine and Hyperfine Structure
* b. N. and ESR

.c. Nuclei (Isospin Free Theory)

..
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APPENDIX I

GLOSSARY

STEP2' initialized in driver program to 10' in SUBR11
decreased 1 for each request forlexplanation or
wrong answer

initialized in driver program to 1'O in SUBR2,
decreased 1. for each answer. given wrong twice

internal control in SUBR3, works the same way as
above

.STEP31

STEP32

RXKI'LL

KILL1

CA

C B'

UN

a control to see if the student can-perform the work
in the subroutines. I is initialized 0 in the
driver program. If th student shows that he has
been'unable to perfor the work, RXKILL is set
at 0 which 'signals the driver program to refer him
to the. proctor and end the tutorial. If the
student, has. done adequately, RXKILL is set to 1
which signals the driver program to'cbntinue.

used only in the' driver program. Calls routine
which refers the student to the proctor and ends
.the tutorial. Signalled by RXKILL

correct answer

alternate correct answer

wrong answer

E.
'Os)
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SUBROUTINE SOLRX
(main driver program for
ste s II and III)

COMMON STEP2, STEP32,.STEP31, RXKILL

RXKILL = KILL1 = 0

"Introductidn"

"Please note equatiOn.3.5:7--In'theath
text. Look at (X

A
) ."

y

ou see how 'it become .10?u

STEP2 = 10

10 l CALL SUBR1(RXKILL

RXKILL = 0?

Yels 13
(ILIA = 0
RETURN

N
14

No
16

"You're trying hard
but not doing well
I'll give you a sec
and chance."

2->

c

Yes

"Let's set some specific values
for.the,problem we shla work.

Now let's discuss the significance or these
as they apply to equation 3.5.12."

17
That is fine

<0

"You did poorly In this
section, but keep trying
and I will be able to
help you,"

111

1
ITF,P 1 = 10 15

ALL SUBR2 (RXKILL)

19

20 CALL SUBR3(RXKILL) j (KILL' = OJ
RETURN

TEP32 6?

=0

"You did fairly well
on this section."

24

11

'You did quite well on
,this section. -.You are Lo
be commended."

t,

25
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SOLRXGP =((STEP2 + STEP31 + STEP32.)/3)*1.0

"Your grade for this section

OUTPUT(SOLRXGP)

KILL1 = 1

30
(RETURN

,t is.

This subroutine is called with two parameters - KILL1
and SOLRXGP. If I1TLL1 is returned as 'zero, the student could not
wiequately.perform properly on either it or any of its subordinate
subroutines. He should be referred to the proctor. If KILL1 is
returned as 1, the student completed the subroutine properly.

The other-parameter SOLRXGP is the floating-point
grade point average or the student on d 100 point scale..The
normal A, 13, C, D, and F grades can be assigned according to_
this Scale, which should be a normal, distribution for most
'classes.

A
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SURR1(RXKILL)

"Multiply through the right h-and side by

(XKA)I / (XKA)M

"Do 't understand"

40

36 .

Explanation STEP2=STEP2-1.0

It

"Explain" )

'Now factor-out the
V

top (XKA)m
"

ii 39

37

i C "Explain"

4g
'Explanation ----010iSTEP2=STEP2-1.0

"Now replace each term
42

XKA )I / (XKA )M.- Vby R
I'
M,KAY'

44

"Your equation should now
be equation 3.5.10. Is it?"

XKILL=0 I A

"caN't handle your problem
lorout."

liFTURN



UN

SUT.-H 2 ( KILL

'W' know w' have speci.f2i c numerical values for
r ('.'; T 1.7;J > 's. What, property of the basis

us these?"

IMF

"No. :,ee pa 'e
and tr, main. ".

UN c--1-----)64

7 1:717P--,1=MTP-31-1,1-0

TO
'Wren'-~ . >3 rre',1,ber what an
opera' or :,rack,d means. "

'.'are hat the
basis i s or, honormal
tells us that
<V; I J > =1 if I=J

=0 i f

f

"0 rthonormal "

'Exactly"

"Look again at 3. y. 12. Consider
t he operat or bracket s of the form

< T IX IV; J >. We have numerical
values for these, too. Where do
these values come from?"

I1NIC"--1"")
re(t . 7he

a r! 117 an;',w(,r,,,

'1 -1

711

CA
CB

a .rix

14,2* *4*-
72
73

"Rii-ht.. Our matrix vive:;
u,:-3 these result- "

Sn 11('oln
r.

ITN C

11 IC 'Or

'1 -1

AI

'In we will sum over the
ol al climber of basis elements.

the value of "n" will be?"

l'CopT t . h=2 since our

7')
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97 "Then I'll give
you a second
rhAnnp_n
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14

CAI EVEC OUTPUT

rib

Student respOnses underlined. Flow diagram box numbers in margin.

(YCU At.E Noe. GOING IC rEtFORN STLeseJLAND III OF THE EICENvECTOR
pRObLEKAs ExeLiiINEU IN rAGEs 90 - 93 CF YOUR MATH TEXT.
NCTE ANt) LOOK SPECIFICALLY kl THE EXPRESSION

5 sImpLE ALCEJJRAIC MANIPULATION? .

4)
JOrnpS Tv s oee

T EN A LITTLE iorLAkNATIGN IS IN ORDER.
AL RICHI. ANSTIME YCU DCN'l UNDERSTAND A STEP .I .ASK YOU
r 1YrE "ExpLAIN". OTHERkISE, TYPE "GO" WHEN YOU'VE DONE
IHE -STET'. ExpANO ELUATICN 3.5.7 (PERFORM THE SUMMATION CPER-

301 AfICN WkIIL DOWN IHE TERMS CN TOUR PAPER). NOW. MULTIPLY
1HK'OUGH.N ihE KICHI-HAND SIDE BY NIS EXPRESSION (WHICH
ELUALs ONE)--

( A )

KA I

VOTE THAT sINCE I CANNCT r*INT THE LOt..ER-CASE "K", I AM FORC0
lio.UqE THE "A" IN MY OWN VEKSICN CF THIS EXPKESSION., PLEASE DO
kNOT LEI THAI,CONFUSE YCU.
00 YOU JEE ECUATION 3.5.7'8ECOMES E6UATION '3.5.10 THROUGH

V

:CA ) / A )

N . K M
I'LL 11 FOr. T311 fO DC Nils..

3'} ,ca
37 NCe: FACTCr% CUT THE (x ). LN NUMERATCR....

it

tACH OF NE FORM
(7 ) /

l

I.

ti

42'
. ,KI ((P

,

4

(

ICH ImE cArtr2,-,01ON r.

.

WJK)
1

IRIS 104,b101 b ehANOE Or.NOTA(IC.N.
!) EAr''LAIN,..

777177N, 3.s.1u AND 3.5.11 sHCULD EIvEYOU ALL THE INFCh-
;i5-YrA1 ItN r00 NEEL). Eu0AlION 3.5.1u IS PmECISLLY 4, HAT YGUK ELUAIIGN

,HOOLu NC, L::::A.LIKE. uCN'i '4CRRy AbOJI THE VALUE OF h YEI.

. rLEF..,-..:, 14eKnAl,Hc. NEGESSAKY UHI,NCE0 NOw ANi) LET'S COINTINJE.....
.0.#

07 iaim'LLJA114, 4PLULD NCe: bE Et.UAlION 3.5..10 .

,IIH'iHEALCAJ\-GASE "A'S" SUeeKEs3E0. 'Is I1?... 0i0e
....er

4q lz;;1 2&.Tu:e1,45, -To <,(it 02x Go ni4 H C 0 k) -.1A.J t) /..; 5 Tv.) Su (3 e., e.i_
i
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t-CvE IN1C sTEr III, ELUATICN 3.5.12 IS THE IMPONTANT ONE.
LET II SCAN,;. YOU.

II% CNJEN TC THE PKOBLEM IN AS CLEAK A WAY AS POSSIBLE,
LE1's sEi sC;vE srECIFIC VALUES WE WANT TC USE THNOUCHOUT THIS

eNObLEV---

1) OJK BASIS 1e.11.1.. BE-- Bi;1>,, IV 2>

2) I.L. HAVE NC NEED FOK THE "A" INDEX (LOWEK-CASE YCLM

tsOCK), SO I WILL surykEssIT.
J) M. = I (,YOU'LL LEAKN LATEr WHY)
4) 1HE BASIS WILL BE ONTHONORMAL.
5) THE SPECIFIC EXAMPLE KAiKIX WE USE WILL BE--

.
-3 2

LEI'.s DIsCuSb THE SICNIFICANCE,OF THESE AS IHEYA'PPLY:id EUUKION .7.....

sIVe0Ls. WtiA1 INITIALIZATION CCNDIT-ION GIVES U.S.THESEz, -

:.
,,:'J.5.12.

.
,,

:.-'

:':,E ANC+. wE HAVE SPECIFIC NUMENICAL VALUES'FONFHEN;kIVW>

6,30rAPCNCKNAL BASIS,
.- u ..: ,

. 6.EAACTLY ..-

LCOX AGAIN AI EU.UATICNI' .5.12. CONSIDEN THE OPENATON-RAtKETS OF
l, 1HE FORM <v;IIAIV wE HAVE NUMENICAL .VALUES FON THEM, f09. -

4HENE DC 1HEsE*C ME FROM?
72 GIVEN MATNIA
75 NIGHT; COP MA NIX C1VE'S US, THESE NESULf5*

.

__ .. .. .

TH IN 3:5.12 , WE WILL SUN, OVEN THE TC1ALNUMeEK OF bAsI,S'ELEENTS. ",

'1' 1HNEE .

(.HENCE 1HE VALUE OF "N" WILLBE liC;,..
.

..

. i., "" . ./.
,te, 775CCUNI fHa.NdmBEN 3F BASIS ELEKENTsAND 1NY AGAIN.
79 14c
xi 7777Ecr. -N=2 SINCE GUN bA'Sis IS 2 DIMENSIONAL. . ,

1ET if) CONT IVJE. YCIPME inINC FINE., ?E-f-ljeo 10 _.0i..ex Lot.ki.t ('c;ArriA.1..k:e5' 7-(.. Su84-73

'ep

e
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Introduction to Computers and Computing in the
Physical Chemistry Laboratory

M. R. James and W. G. Koch., Department of Chemistry
University of Northern Colorado
Greeley, Colorado 80631

Abstract: A laboratory course has been devloped.which introduces
the beginning physical chemistry student to computers and computing
by considering (1) how computers handle data, (2) basic informa-
tion on computer hardware and software, (3) levels of languages
by which programders can communicate with ehe computer, and (4)
programming and treating data with both programmable calculators
and computer systems. The course begins with an Introduction to
binary numbers and how digital computer operations Are based On
two- te devices. A brief introduction to computer hardware and

ftware then presented followed by a consideration of'the.
.application of a binary number system to communication with the
-computer in achine language. This is then followed by-an
inttOductiOn to assembly language with emphasis on how these "low
avel langua es allow communication in",a step-by-step process
on.q7inear the "computer level." Emphasis is also placed do how
Aluch:mOre diffi ult these "low level" languages Are to learn and
USe.thadthe'r.h level" languages. 'Concurrent'With.the above,
%instruction and xperience in using programmable calculators is

.

rollow0 .the abOve material, instruction in, programming

in Et"high:/.:ael" language may be given depending on the background.,
;of :the : students a comvuter .facilities available. The- latter

c akill,s aie thenAp lied during the remainder 'of the year to
t.reagng,eXpei-ini* l data acquired in the physical chemistry
aboratory.

;

as
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Iptroduction to Computers and Computing.in the
Physical Chethistry Laboratory

M. R. James and W. G.,KqCh, Department of Chemistry
.University of Northern Colorado
,Greeley, Coldrado 80631 .

In, organizing I laboratory course in physical cheiistry for use

during the first few weeks Of the year, one'is-faced with designing '

iectUre materials and/orexperimentp which are meaningful and yet

do not require a significant background of knowledge of,physical

chemical. principles. One Way"this may ba'achievedis by inAllpy
lecturing on such subjects as treatment of experimental thaw'
safety in- the laboratory; etc., fo1,4owed by performing fundEadtal:,

experiments such as Calibration of a Volumetric Flask, Gas Thermo-.
metry, DeterMinatiop of-the Molecular Weight of a Volatile Sub-

stance by the Dumas Method, etc. An alternate approach which has

been tried and found successful is to utilize the laboratory

during this initial period to introduce the students to how

computers operate and how they may be used in treating experimental'

data obtained, in the laboratory. .

With the increase in the application of 'computer technology_in

industry and with the increased usp of computers in secondary

School curriculum, chemistry majors-graduating with a bachelor's

degree under a conventional college chemistry program often find

that they are poorly prepared to fit into existing:programs which

utilize computers or lack the ability to initiate the' Use of

computers in'their respectiVe occupations, $n recognition of this _

problem a program has been devel4ed for use in the physical
cheM14try laboratory which introduces the students to the basic
'concepts of how_c&mputers operate and. how they and programmable

calculators may be used to treat experimental'data. This program''

provides tmeaningful experience.during the first part of the y4ar,

while the students are acquiring a background in physical chemistry :

'in,the lecture portion of the course. .Applications tb various
experiments performed in the laboratory and problems assigned-in

tie lecture may then be made throughout the, rest of the year.

The laboratory course is outlined by the following schedule,

with appropriate variations being used depending oa.the student's,

background and interests.'

.

s

.4
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_Laboratory 1 - Binary Number Systems and Keyboard Programming of
Programmable Calculators

I. Number Systems: 1 to I. hours. ,

A. Digital computers as two-state electronic devices
B. Generalized decimal system
C. Binary number system , . 0

D. Conversion of binary' 'rct. detimalAtimbers and vice versa
E. Octal notation

.
..

F., _Computer accuracy andcwOrd size ..... .,

G. Binary arfifimeticc.. ...' .. 0 . -...

.1%, Additioh,.i-. . .4.

, - . . ...-. ,

2 .:.:-TWO.!& complement 'sub tpai4 fon ,,. '... .- Y -51.'

. ..
a: .' Multiplilon ',p,nd diviiivie t4roAg A4Altion; and '',..'..':

. -
..'.. : : . 4ubtraCeion 't , . ;..: 0.

. . . .- . , ,

. .. .
, 0'..... .. . ...., .,.. . A4 .

.

. Keyboard Prog4taming.,0'Programmab.4' Calealgporst .:. rv. to pjioup..
A.: th'stylictidd an0,....emonst'fatipw.'bf bo,A, concepts of .I A ,f ,

. pok'ramming:kValabie caLoitlatonts)--
B. .ilasic dfaOgaaticiri-.6pereteions ..4. keyb9.d progtiMming ..,'.: .'

...

,..-A..,...,Data:':entniFtroup,.;. .... . 4...: ''.

.t.. ":: a . 'A:le c itilL . numfiers .. ' . ...I.:: - . ,...
... ,, 0 .. ,..... .

... 1i. .Aiet la r..Atimbeq;,:eg . et4.77, etd; . - t

4ligiraic4iouP.;
.... -.:.. .;...-'

v ;.. t
.. -:, . t.:;..

,., .
it.: 4144bioni JO:ObtraqtOn, .70.0.plkcatIon,, dlyision, ,. .

.*,--' b. iiPonentgtiod.; , -....:*- . .... ,
.. .

-- . -t.-;

:...'
.:

':.' :. . ,
, Speeial .function .:gt oup,::: .,-.::::"

A. - ,
. t , .

:

:. ;-;1..

.-:.

,, . . .:,a. Iledpocalisfi facp,tia4;"etc. 4.4.:

etc.
i-!.. .

::
.'

...::' b. Square rOOts,_&qtiires.. etc:. :;';' ,- . 1.1 , . :,.....

..... c, . ;trigonaie trip ',ftinctions::/ :'''
1..... 1,.

P ... .

. , 1 0 '

: . :EV. Lopriihmtc:.finictipdoi'btc. :::, - -,,

et
.,...

.,:-

.....

"' ".-
.

: :, 13:: DecOnstraion of 11mplrbgrammio 4-',..-.,

..*.

1. Obriining,averagO:
. . .

..,.,,,
... ': . -

' , ,

2. CgldulatiOn Ot";:potirie .pgr'dentages.. . ;
..

p, StOent pOgrammiiig of sitliKe proyteMi
,

. 1:: SumMidg a series: RI nlimbe'- ,
-.

. 2.' Conversions bet-Wen teapgieture, sales ,.. . v ..'

,...., '.

.

.... ..... .. ...,.

taboratory 2 - .00mput,er."Hardwate aryttSoftware and Cava or Tape.
...

irk ' Programming o f Programmab,1*:;Ca 1 cu la t or &

. . ...

. CoMputer Ilardwarer, 1...1/2 L--5 2 hours '.
.. ..

A.
. ,...... ....

. A. C.haraeteiisttca 01 general- purpose digital compt.tieip;2.-,

B.. Basic-elements ol,.a computer , -
.

1. ..kirput aneCiutput se-e-tions ' .

2. Arithmetic unit
j. ,kerafriy:

4, coteroi unit
types of, words

,

r
.1
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C. Basic machine operation
1. Fetch phase
2. Execute phase

D. Core memory
E. Computer instruction set

1. Memory reference instruction
2. Register reference instruction.

3. Input-Output instructions.
F. Input-Output Systems

1. Teleprinter input/output
2. High -speed punched tape input

3. C'ard readers

4. High -speed punched' tape output

5. Magnetic,tape input/output and
devices where appropriate

III Computer SoftWare

A. Classes of software
1-. Translators

a. Assemblers
b. Compliers

B. Control systems

C. Utility routines
9
D. Applications programs

other peripheral

III. Card or Tape Programming of Programmable Calculators: 1 to 11/2

hours

4
a

A. Instruction and demonsration,of programMting the calculator
using cards or tapes
1. Preparing the card or tape );

2. Entering the program into the calculator

B. Storage' control unit
.1

1. Storing and recalling' data

'2. Special storage registers

a. Simple accumulatingregisters
b. Statistical summations, etc.

C. Student programming using cards or tapes.
1.' Preparation of cards or tapes for programs assigned in

laboratorY I

2. Application of techniques to original problemsof,the
:student's choosing

rw

376

r
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411

Laboatory 3 - Machine and Assembly Languag-es as a Means of
"Communicating" with the Computer and Advanced
Programming of Programmable Calculators

I. Machineand Assembly Languages: lk to 2 hours
A. Review of binary number system and the means by which

computers utilize this system
1. Demonstration of data numbers in machine language:
2. Memory, locations represented ip machine 1anguage
3. Examples of types of instructions represented in

machine language :
. . c..

B. Sample program in machine languageet ., . ..,:,

1. Deveiopment,ot program to adtftwo'numbers!!and subtract
-...

.s.,,

a third .

,

.2,. Storing the data and prograM in ;Amory,
. 3. Executing the machine language program

C., Sample program in aiSembfy language ., .'

1, *Translation of-the above program Ant6 assembly
. -. . .

language using apprOpriate computer anemonics
2. Storing the:data-and program in'memory
3. Executing the assembry_language program' .

-.: . Review of translators and :the use of "high level" language
in communicating *ithsthe computer
1. -- ,Difficulty of'pOgramming in machine and assembly

...-

languages. .

2. Concept'St "higfi'leved" lan4.ages
.3. Illuatration of holy the abode pr8gram4Ou1d..be

, written In an appropriate -high level" lang9age
, ( .

; ,LS.

Advanced Prpgramming of Programmable -Calculators:" L tor houra
A. Practice in-:programming mathematical problems-

1. Sine af.anangle given in radianS . -,

2. Real roots of '.2yadratic equation, etc.
.

.

B. Application of rograMing to calculations in physical
- a , , .

chemistry :-.- . . .,.

1. Boltzmann distribution of particles in a gi\ren set
c'of energy leyels , - '

. - ..
.

. 2. Heat:Of combustion for bomb calorimeters,;p6c:'
.

, .... ....., .. .:..;.-... .
, ..

Laboratory 4, etc. ,ApprOpriate:.Inatruction and'ApplIpitron.ip
,Programming a Computerin.a.-!.111tghitevel

4-

.

,-,e...

. . .
..., 4

Lt.... ,..- - '
,,S . :' "..

... 4,
-. .1'. '......

1.I'.:. r:... " 0 .....!

Language: Number of' ,45 pes,Ods-edepetida olf,...f :A..
7 ..,,,, .',the background of th'e-eptillipta.: .,..

,..._ .. .,.. 4 ..i.. 1 1 ",
-' ,,,,,,-..1.1%., ''.:

. A .. , .: 1
4 .

. . J . 6Mt, .;,/, ` 1 . 4... . . I '.., . a.... - . . ,,,, .
..

.
:--`," . ..,

1 '':, - -
- i` 1: . ..1
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The language chosen depends on the background of the students

and on the computer facilities available. If a simple language

such as BASIC is chosen then a fairly sophisticated degree of
programming skills cad be, acquired by the better students in a
relatively short period of time. For the case where a relatively
difficult language such as FORTRAN IV must Se.uSed, no attempt is
made in the laboratory to give detailed instruction in this

language. Rather, a brief exposure (no more than 3 laboratory
periods) is given and the students are encouraged to enroll in an
existing course in FORTRAN 'IV sometime during the year And then ,

to apply this knowledge, in their' aboratory and Course work.
In addition to the rationale given earlier it is felt the above ,

approach is beneficial to the sEudents from several other points

of view. One goal of the course is to 'prepare the student to

treat data in a programmed fashion in abi-level approach: (1)-

progrargable calculators' and (2) full-scale computers. The material

on".ealUlators was included because of the immediate applications
in physical chemistry and also they may be the only programming
tool financially within reach of some of the students after they

leave hool. This is particularly true for those eitploed by

small schools or businesses. The material on computers was prepared ,

With the goal in mind of giving the students a broader exposure
than is typically available in the standard course in prOgramming.

For the student who is, a teaching major the course is 'designed
so as to enable him to work-with students who are exposed to
compUter programming'in their.higil school math courses-and also to

give him a more fundamental knowledge Of computer technology
which will assist him in giving the students a greater breadth of
knowledge' about computers in general.
,For the industrial or research chemist the course mot only

provides an iptroduction to the treatment of data by computer.,
techniques but also gives theffi an introduction to some of the- -

basic knowledge necessary for proaramminecomputers for oft-line
data acquisition frdm chemical instrumentation:

In operating such a course a great deal.of printed matter is
often available from cbmputet firms, local telephone companies,

etc: These cad usually be obtained either free of charge or at

a minimal 'cost.

I
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The Useof a Teaching Computer in the Undergraduate Laboratory

C. E. Klopfenstein

Department of Chemistry
University of Oregon
-E4gene, Oregon 97403

C. Wilkins
Department of Chemistry
University of Nebraska.
Lincoln; Nebraska 68508 '

We began implementation of our "Distributed'Computer Network"

in early 1969 through'generous NIH flinding. Phase I of this pro-

gram involved acquisition of' thtee laboratory' computers with charac-

teristics'similat to those presented in the paper read,by Dr. Wilkins..

After acquisition of the system, our first task was to begin an.

educational program at ail levels toamiliarize our undergraduate,

graduate,students-an faculty with the mechanisms by which the com-

puters could be used to augment, on -going research pro),icts, An'
.: .

-...
.adequate test-raboratory manual to support'iucka,program.tould not

be found so a collaborative effott to develop the necessary teaching

materials was initiated between the'a9;hois of '011S piper. A serious.

effortin'this .4rection has been made possible through.the generous
....

.

floandial suptiortlf the National Sciende Fopidation., .

\- P
'In'the initiil\Stages of the program, we discovered that over

.

95% of the small computeT machine time was being used for the editing

of paper tapes and assembly of programs from paper tape. This left
*

little time for program execution,""and 4eatly,teduced mean time

between failures for our teletypes since activities of the above'type,

. : .
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require extensive hard-copy. Part of the teletype problem was

. /

solved by writing an oscilloscope based interactive editor program,

but the time element still was unfavorably weighted towards program.

development and;aWay from experiment development..

We then developed an assembler program that would function with-

in
.

in the Univertity tupported computer system, but would produce code

that could be executed using thelaboratory computers. The disadvap-

,

tage in that some of the small computer "hands on" experience has

' been transferred from editing assembly to only actual execution is

.far outweighed by the facts that programs ere punched on easy to edit,

card decks and that all students have.accesi to.the assembler dt all
-

times.,.To augment the power of.our "off line" assembler, we haye
, , .

,

developed a simulator (writteirin 'FORTRAN). that can utiliZe a large

i
.
computer to 'debug certain kinds of errors in the small machines

.' . .

7'. '--
.z, ,programs. At least one commercial timesharing. 1oUse offers a 41111311erop... 1

.

assembler-sipHlator package that operates tcY:make ahy terminal

attached.toOthe syttem appear as though it is attach
4

to a small

1

V computer. It is, of -comrse, difficult to simulate the random actions

of a rel time environment. However, now that the lengthy process'

of assembly is removbd from the smaller systim,'much more time is
f

`available fox prof/pm and hardWare testing. TolaCilitate the,
.;

we,have written, an interpretiVe'execdtion package that allows

.

for complete tracing, of program execution,nd provides the students

with debuginuinformation that would be difficult to obtain in.any

N,

it: Se"
ts
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other way. -A program is'executed while the step-by-step status of

the small machine is provided to the student in hard copy. Operation

of programs using the interpreter has greatly enhanced the student's

understanding of.the small machines' instruction set.

The typeof hardware described in the previous paper has proven

to be ,ideally suited for interfacing experimental apparatus to the

I computer in both the research and educational environment.

The isolation provided by'our optically coupled analog-to digital

. converters and the programmed gain features of the front end have

prpven invaluable to the interfacing of our equipment, since typically

no special grounding considerations Were incorporated into the design

of the instruments the students have available for interfacing.

Some of the experiments are performed using ready made interfaces
'

and already written programs. These generally ,inviolve some particUlar-

ly complex problem such as simufation of Nuclear Magnetic Resonance
54

.
r Electron Spin Resonance Spectra. The educational value of such

simulations has long been recognized, but in most/instances only

large.batch.type computers are used where the turn'around,time may

be hours. Using a 4K-16 bit computer eqPipped with only a ttIetype,

. .

and DAC, it'is possible to simu1ate 5:spin Nuclear magnetic Resonance

Spectra and have the results plotted instantly on ank,standard

voltage 4s-timerecorder'. Programs of this type have been utilized

in both our qualitative organic analysis and physical chemistry

laboratory courses. In le former, students are given unknown

1,6

4
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_compounds with complex but-interpretableNMR spectra which when

properly analyzed, could give the student helpful structural

information. The student determines the NMR spectrum of his'un-
,

knoWn and theri using the simulator, interprets the spectrum in terms

of coupling constants and chemical shifts, which in turn he interprets

in terms of his proposed structural assignment. Students in.Physical

ChethiStry Laboratory perform similar experiments, except here the
.

design is to teach something about the quantum chemistry ofvthe tech-

nique. One experiment involves observing Changes in NHR line positions

and intensities due to$changes in solvent polarity. The changes arise
.

due to induced degeneracy of chemical shifts causing normally forbidden

lines to become allowed and vice versa. In' fact, it is possible to

determine the relative signs of coupling constants between some of the

protons in the.compounds used. Of course, interpretation of the data

. .

requires full calculation of several spectra, and when the student is

able to immediately observe the effects of modifying one parameter of

anothei, his understanding of the physical process involved is greatly

enhanced, and the time required !cor the experiment is reduced over

that if the simulations were performed,usinga.batch computer-. Ex-

periments have Also been performed utilitimg electron paramagnetic

resonance spectroscopy simulation iA tli similarly encouraging results.

Besides the chemistry taught by these experiments, the "hands-o0

.aspects add to the students understanding of computer iechnXCogy.

Another category of experiments that.01ps to introduce students

t

.4
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to digital data acquisition makes use of the general interface and

a high level language foi data acquisition and data reduction. The

languages used in outicse are FORTRAN, BASIC,.and CLASS, but simi-

lar languages are available for us with most small computers. By

naturevthese systems are limited in acquisition rates and real time

computational ability, but a great bulk of the experiments performed

in undergraduate laboratories are slow and relatively undemandinuin

control requirements: 'Examples of such experiments are spectro-

photometrically monitored kinetic experiments, automatA spectro-

photometer mixture analysis, microdensitometer control, vapor phase

chromatography ekperiments, and several other experiments that pro-

duce data as some regular function of'time or voltage. Examples

of such programs axe available from the author on request. The main

advantage of thii or any other'high level language is that studeuti

can perform useful experimWnts without having to leatn,much about

either the assembler language of the computer or the ele

characteristics of the interface. This means that one or two ex-

periments that utilize the Computer can be made to be part of an

existing course without completely revamping the emphasis and basic

' course context. Another important advantage of starting with a high.

level languige is that the "activation energy" of actually learning

'how to use/a computer is greatly reduced over that imposed if the

'student must first learn an assembly language and interface elec-

tronics. It hgs been our experiene that exposure of the above type

_

?
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actually serves to *stimulate interest in the. more basic details of,

program generation and instrument, interfacing.

A variety of other approaches have been explored.in ou;41abora-z

tories, and perhaps the above-will be replaced,in the near future

with some other teaching technique. This term approximately'40

students In a' variety of disciplines are participati4g in one Way

Or another in our'computet educational program.

In conclusion, we wish Ate that.even though this program
.

is still in its developmental
stage44 nearly all of the plan ?tit-

1

Alines in paper I hive proven to'be workable, and after anothgr year ,

we hope to be able to report the implementation of a fully debugged

undergraduate teaching curriculum.
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CHEMISTRY,. COMPUTERS & GRAPHIC INTERACTIO
*********pe*****************4**********##e

Harvey Z. Kriroff
Computer Center and Department of Chemistry
University of .Illinois at ChicagO Circle

Chicago, Irlinois'60680

. , .

it is not very suprising that Chemistry,. whose
roots are located deep in Alchemy, should retain a high
degtee of craphic partiality. Words to the alchemist
served more to confuse than to clarify,.while many of

- the' diagrams. of chemical apparatus 'which appear in
these old manuscripts (20) would be acceptable in a
modern text. on Chemistr.y. Throughout its.deielopment
Chemistry has depended on the graphic imageto clarify

, conceptg f16), and to cereate theoretical models (9).
In some cases graphic devices were necessary before the
results of 'experiments could be clearly understood
(12,42). Thus, the, modern chemist, in using the

computer, has been handicapped because he tries to
communicate in -an excldsively teAtuel mode'. 'ideas
formulated pictorially, whethe.e in the Chemist's mind
or on paper, are most easily communicated gr4hically
(17).

. , _ .

The advantage of .clear, visible displays has 'tong
0 been recognized by those who were responsible for

demonstrating experiments that were not visible, to More
than a few people at a time or effectively
communicating with large audience. . Very ingenious

.. methods have been developed' for increasing the.
graphical visibility of such, experimenies (19'), as well.
as effectively. exploiting the advantages . of -modern
audi -visual equipment, (2). There is no reason why
these techniques should not be exploited, rather than

ignored, when the chemist uses .the, computer in either' i

educatieducation' or research. .,

It would be helpful at this point to define the

term "Computer Graphics". 'We refer'to the ability of
the computer to display line drawings, shaded. pictures
and graphs, under computer program control. These
images may appear on the face of an electron tube, on

film, on paper or any other type of materi al1 which' is

user readable. We also classify as "Compu r graphics"
the study and use of devices for the,Tnput of graphical
data to the computer, such as digital'. scanners,. light

..pens, Rand tablets, joysticks, etc.
There is no good reason why the chemist has not

-made, better use ofsthis method of communication. In'

1963, Ivan Sutherland (48) and his colleagues, designed
and 'implemented a,system that was the first significant
demonstration of the use of a graphic display. console
as an interactive input/output device. This system,
called SKETCHPAD, was designed for applications related

1"
385..

,
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to compUteraided design, however it effectively' showed

/ the ut.ility of such a device for a wide range, of

computer oriented problems. The graphics console had,

the dual f nction,of serving as an input/output device
for pictorial and aphanumeric data, as well as

contrelling the 1-* sequence operation df the computer
program. Tl'i advantages and past accomplishments of

such, devices are, what we will explore in'this paper.
However, before we examine the advantages of

"Interactive Graphics" we should explore the field of
"Passive Computer Graphics".

, rhose Input devices which operate on static types"

of data) and ,those display devices which generate °,

irreversible images"(once a line has.been drawn, it can

not be erased), are classified as "Passive Graphic
Devices". These devices, of which line printers',

Potters and ,photographic devices are representative,
Wre-also 4.efered to as "hard- copy" oufput devices.

Many, computer users have diScovered that the jine
printer can be very effectively used as'a plotter.

(10,39,44). While :the precision is limjted by the size
of a print- character,ithis device'produces plots that

are crude, but-adequate. for such things as histograms,
line spectra.scatter diagrams,. and as masks 'for hand

draw, con -tour diaerams-
Digital incremental plotters allow the user Co

employ commands that control the movement ofa pen over
a sheet. of paper En any one of eight. different.
directions' while the pen is either raised above or

, touching the' pager surface. Software that uses these

"incremental." commands to generate approximations-0
straight ines .(vectors), is all that is really needed

tol use such a system (5;35). However, in practice,

morle sophisticeted software is usually required

(23142). The--(ize of the smallest possible incremental
mov!elment, an item that atermines the piecision of
plOtted ,output, s a major faclor, in the cost of the

pldter.' Flat-bed plotters Are usually more expensive
then the cylindrical type and can often handle' larger

Olotting surfaces, Remote plotting terminals are now
available which. can be'placed at the same location as

'an interactive iainhanumeriC .terminal to provide a

hilghly satisfactory, more interactive type of graphic
display.

The final type of passive graphic display is one

at. used 'a camera and filmfassembly to record the
'Splay.. The' major devices in this class' are units

designed for micdofilm 'output, that will also accept
t6mth, 35mm, 70Mm-or 105mm film. These units', called
Computer. Output Microfilm (COM) devices, are new, quite,

expensive and oetly available at a few installations
(11,26,34,37,4Z). However, many of these units operate
off-line froT a computer, accepting their commands front
a .computer generated magnetic tape. Thus, at

installations where such devices are not avajlable,

+1.
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tapes could be generated ,using standardized software' . .

and then printed at a service tweed type,organization.
Such a service, is' now being created. at Brooklyn
Polytechnic Institute (6),.

Among pew hard-copy devices that will probably =of
their ability to proVIde a more'effective man-machine
rnterfece: They communicate in graphic mode, a
universal shorthand language that can gbe used to ..

compactly represent the .eery largelL volumes, of f

information that the computer is capable of geneTaing.
However, they operate in what Is' essentially' a batch
enviranment, with the usual long delay betweenstimulus
and response. interactivegraphic devices allow for
more natural communication with the'computemo, where the

. user can haDdle those aspects%ofthe problem where'good
.

computer algorithms do not exist. These jntexactive
devices exist in three different confgurations, wIth a '

wide range of system response 'pharacterit,tics sand
prides. . The configurations start with the least
expensive, consisting of a. stand-alone dedicated
computer- that shares its ,memory with the _graphic
display unit. -The intermediate opnfiguration is one in,

'which a seperate buffer 's available to handle ,the
display information. The most expensive, highest
performance system consists of,a large computer in a

. ,. network with several sma Iter computers, where the
Satellite *computers provi / the display, ,formatting
function, and the large i,computer provides the
large-scale, sophisticated umerical calculation'and

.,..s

bulk secondery storage capabi itY.. This isi the best
perfooance system, with q ick...response to highly,
complicated requests. All l!of these systems are
presently qui-ts expensive, but with some modification
they can provide a high degree of graphic interaction
at 'minimal cost. The statement, Often made in the
past,, that mast users could not afford computer
graphics because- the equtpment was too expensive and
the software too complicated t54) is really no longer
true, and the converse. is probably more correct, that
one 'can't afford not to 'use computer graphics, just as
one can't afford not-to use' the computer.

.

The most sophisticated of the three types of
interactive display devices is the Cathode Ray -Tube
(CRT),' where under computer control an electron beam
traces the displayed image, on a light emitting
phospher, , rewriting the image at a' rate tKat will
maintain the light level. This operation' known ,a.

"refreshing" must be performed from 15 to 6Q times per
second i n order to maintain a, "flicker-free" display.
This constant regeneration of the image on the tube
face is the reason for the high demand of the display

'on computer resources, as well-as the reason why One
can create dynamic images on the tube face, Units

,

based on this type of system are still quite expensive,
but where available they' have proven quite productive
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. '(1,7,24,28,29,40.,47,56)
A second type of display unit is the Direct View...

. -Storage Tube (DVST), where the unit internally mantains
:the Image placed on the face of the tube for many

. hours. This, type, of display therefore requires-l.much
. less of the computer's resourcei,' and can therefore
share,a comOUteF among many such. 'graphic diSplays
-(14,15), The graph4c' image is not .as dynamic- as with'
the,CRT, since with most tubes the complete image muse
be erased before a line may 'be' moved., This is

gradually changing as hew storage devices' are
developed, among which is the "Plasma Panel" created as

Jo part of the University of Illinois's Computer Assisted.
Instruction Project, Project PLATO (4). Both the CRT
and the DVST aPe.calle'd "CAlligraphic" or "Random Scan"
display devices, becauie the -writing element 'moves
across the face of screen, in a- random fashion under
-program' control. The third type of display device
operates in a different manner.

Tilts device-is called'a "Raster'Scan" display land
operates, on the same principles as the common,
television.cOnsole; This unit' must also be refreshed,
but it will over every spot on the tube-face with each-
Sweep. -The information which must pe'suppliesti to this
type of display device is whether the electron beam
should be on or, off at any pointin the scan. This
device, . while requiring a wider bandwidth of

Jnfor4tion to support, the refresh rate,, takes\
advantage of.a mass produced technology that provides ,a
display device Sa television set) at a'very low price
(32). . These devices can; also take advantage of the
closed- circuit televi's'ion. systems 'that are being
developed ah.d. used on many college and university
campuses (22,36).

The last two classes of devices fprovide' computer.
'graphics at a very reasonable price. Both types Of
units can proyide inexpensive storage of the computer
. generated image within the display device, permitting a
single computer to drive many'graphic consoles: -What

--then are some of the possible applications of these
graphic display devices to chemical problems? `The

O easiest answer is to observe some of what has already
been done.'

In the -area sof Molecular Model Buildinz and
\Manipulation some' of the most general graphic handling

systerip have been devised. ThFs is an area in which
all 'branches of Chemistry have a common interest. Much.

Of OUT understanding of chemical principles- has been
obtained through the c.reation of intricate models of

chemi 1 systems and we have often found It necessaic
to.buil elaborate devices in order to obtain the.
informal on we desired from the available models (31).

. *Still ma chemists find fault with the available
-models (43) and create new more intricate model's that
will display the inforthation they -desire. The computer

(
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providei a 'useful facility or building models betaute
mast of the available comp ter graphics systems contain
commands which are ve y similar to the type of
operations which one would.like to perform on moledules
(rotate, translate,-moiie poirii, etc.): Systems 'have
been designed -Co 'assist in.the synthesis of complex
organic molecules, through their computer .grapNlic
manipulaeion ,(7,56.), and others to help in ehe
understanding and construction , of large 'biochemical
models (28,29,42). Such systems- allow the user to
control the complexity of, the system while. retaining
the full mathematical model internally in the computer.

In a'similar.fronner; computer graphics has been
used to aid in the identificatiqn of molecules for
computerized Information 'Retrieqal 'sytems. Graphic
units have been used both to aid rn the. ihp4 (24)-and
display (54) of Chemical, data. In termS of the
eliminatift of user errors, such iriterfaces are
unmatched.

Themost interesting 'of the various graphic systems
are those/involved'Un the Simulation of .the. real world.
Such.a system canbe used to either teach or validate a
chemical theory under ideal conditions of cdritrol (47)%
Simulations can be conducted with or ...wiout
simplifying approximations, as aimethod of 9alidating
the accuracy of such approximations (13). Experithents
can, ahso be conducted, using the computer to generate
the data, where -it is notSossible to'actwally perform
an experiment due t the high cost, 17k of equipment,
Or shortage of time .(1,0.,14,46). Dataa can also be
obtained from "theoretical" experiments, such as

A
obtaining pictures of molecularkorboitalS (41), as well,
as experiments' ,performed under Olimpossible"
experimental conditions (44). The application of
graOhics provides data in- a form. similar to that
obtained Nfrpm actual experiments, as well as in a
compacC'and readable format.

.A common problefri in the ,generation . of Such
simulations is that the calculations necessary for the
sirriulation2.6.n not be performed in "real - time ". One
solutign .tb this is to use an Analog Computer to
generate the data (33). )4n cases where the Problem can
be expressed as differential equations, such as in

kinetics (18) or quantum theory, solutions are easily
programmed and demonsttated. Due to the -parallel and
Fepetitive architecture, a normal laboratory
oscilloscope scan function as the display devicer. 'Rapid
experiments performed in this fashion are very useful
as teaching to is (8,49), where many parameters may be
Adjusted and thb systemobservedft under a variety of
donditions.

Another solution to the time frame problem is to
produce ComPuter. Generated Films. The advah.tage of

t' such films in, terms. of exactness, clarity ad educator
control has been expressed elsewhere (21,26,45,57)..

1
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These films do not have to be of professional quality
(although many are as good or better), they may even be
made by students in a laboratory;(30), they must simply
make the desired concepts cf,Or and interesting.

Examples cheniical Op tare that have abeen'
made by'SuCli aprocess are ones showing the vibrational
states Of a molecule (34), the belfavior of molecular
worbitels during chemical reactions (50), and the '

dynamics of molecular, collisions (55). A number of
Computer Movie Languages have beer-developed (51,53) to
assist- in the production of similar movies. Films of

this nature can also help us .understand the resuits of
phenomena that occur at very high.* very low speexi, or
that occur:in regions where we 'cap not observe them

(31.38Y.
ew era, in education can beippeneq for both the

student and the reaher when thb'computer is brought

Accurate 3-dimensional i-epres# tationsf
into the Classroom as' an Display device.

including'
stereographic, and perspective ages, are possible
thrOugh the mathematics of geoplgt,p'y The teaoher.is no
longer restrained by the of. his artistic talent,
,but by his imagination in,theCreation of effective
displays. Whether the system used for classwide
display, Or as-part of a famular Assisted rnstruction
system, the instructor s provide0 with a new dimension
in educational, technology. He can provide more

accurate direction, even with' large'classes, in the

areas of stodefit; iriteraction, (3), manipulative
experiments (22), and the clpss- educational pace MO. .

As yet only the surface has been ,sqatched in this

important application. ,of computer and graphics
participation, but the future l',very encouraging.

A final applicatiom of graphics is in the area of

on-fine Acquisition, Const7-01 and Display 2f Data
obtained from chemical experiments (15): .As examples,
such techniques have or will: be applied to x-ray
diffraction (0), gas chromatography, mass
spectroscopy, NMR, and a variety of other
instruments. The graphic form 9f the display' allows
the experimenter to accurately monitor and make
intelligent decisions about the experimental system.
Keyboards, switches, I iettsy and other one-dimentional
indicators do not provide sufficient data for

complicated experimental systems.' -

TheAbove.has been:only a partial look at what has

and will be done with Computer Graphics. This will be
an aka of iAtense development over the next few years,
and no chemise can afford\hot to be aware of and to

participate in this- exciting field of experimentation.

ZDO
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Communications, Networks and Program-Exchanges

Introductory Remarks by the Chairman

David 0. Harris

During the.decade of the 1960's, the primary emphasis in
.

computing from the chemists' point of view was toward the develop-

ment and utilization of computing technology for the solution of

chemical problems. As a .result of this effort, hardware and soft-

ware systems have become available which are appropriate to many
. -

areas,of chemical research and education. The cost of the,

development of these systems both in terms of time as well as

dollars has been high and therefore it is important that the

results of this work be made available to as Large a community as

possible. In many cases it is only necessary torovide a pro-

spective user with a card deck or tape which he can run on his

or computer system While in others it may be necessary to provide

considerable assistance at a more basic level. 'There are,/however,

other' more fundamental problemi. I1,m sure that many if not all

',of the participants at this conference have had the experience of

hearing described applications programs, hardware and softwarei
. A

V
it

ssystems which could be of value in either your research or educa-

iional activities,but have found on closer inspection that, it isp

neither possible nor economic to use them at your particular

raciltiy;

In the early days of computing' it might have been reasonable

for each of us tocontinually be engaged in "reinventing the

computer wheel"; however, if we are to take the$ fullest advantage

of our computer tools We must'in the 1970's address ourselves to

.

.

the problem of resource sharing in its broadeSt_context. It is'

to this problem that this session is devoted.
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QUANTUM CHEMISTRY PROGRAM EXCHANGE

and

PROSPECT FOR A NATIONAL QUANTUM CHEMISTRY

LABORATORY

Harrison Shull

QCPE was born at the first Gordon Conference in Theoretical
Chemistry held at Tilton, New Hampsh4re, July 9-13,1.962, at
which time Professor Shull offered the facilities of Indiana
University in encouraging the exchange of computer programs, The
exchange was begun by issuing a mimeographed statement of pur-
pose* and details, and ,a questionnaire eliciting interest, The
first newsletter with its characteristic T monogram, designed by
Dr. Keith Howell as an adaption of the monogram for Indiana
,UniVereity utilizing small 4's for an appropriate Quantum Chemistry
Symaol, appeared with a dateline of April, 1963. Thie original
issue'contained,11,prograas, all from Indiana University and a
newsletter distribution list of 72 names supplemented by four
others in the newsletter itself.

As the exchange grew in size, much of the processing had to.
be mechanized. Initial programs for accomplishing. this were
written by Dr. Franklin Prosser, and these have subsequently been
modified and added,to Mr. ,Richard Counts. The Air Force OffioC.,
ofScientific Research provided support for the exchange beginning
in the fall of 1964, and newsletter 8 of January, 1965, was the
first to bear the cream and crimson covers advertising this'generous
support. In July, 1964, we began publication of summariesof current
research in progress. October, 1964, ended Dr, HOwell's association
with QCPE when he returned to Great Britain. At thattime, Dr.
Prosser assumed direct supervision of the exchange., ,

In October, 1966, distribution of modAt prograMs was shifted
From punched cards to magnetic tapes. In January,. 1967, Mr,

Richard Counts assumed administration'of QCPE, 4ich he kill
undertakes. In January, 1968, we introduced handling charges, to
compensate partially for program distributibn costs, The news-
letter in February, 1970, brought some inkling that the funding
pattern might be expected to change, but it wasn'tuntil April
that we received word that support from the, Air Force would cease
as of June 30, 1970. By stretching funds and' by orderly closing=
out of accounts, we financed the August distribution as the final

..Air Force irePort. ,

A final report on previouslinances is in order. Through
June 30, 1970, a grand total of $108,651 was received from the AF

. ,
v,yV
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OSRin support of QCPE for a six-year period. In addition,

University contributed approximately $16,600 in computing

tiMetand in released time of project superyisors, not counting any

of Professor Shull,s_time. As direct receipts from the membership
% through June, 1970, largely in payment 9f postage coital for pro-

grans mailed out, we repei-ed $2,200. Itis a pleasure to acknow-
ledge the enthusiastic support of Amos Hoiney of the Air Force
Office of Scientific Research and of hie -bolleagues during this

period. We know theyregret as such as xe do the termination of

their support.
1

-Negotiations were'at oncIentered into with the Nati
Science Foundation office of Computing Activities to prby

.interim continuing suppoirt of QCPE, Beginning in October, 1970,
partial support for a three-year perlodooms received covering
full anticipated expenses, for 1970-1971, two - thirds of expenses

anticipated for 1971-72, and one-third for 1972-73. In the

meantime, it is hoped that membership fees and program distribu-
tion fees will build up'to permit continuation of the exchange.

,

As of June 71, our active membership role was 826, down

from about 1,500 f memberships the previous August. For this

first year of operation we budipted fee receipts at about $15,000,
and through June we had received almost $11,000, only slightly
below our expectations. Except for the period from July 1 to'
Octsper 15 when we had zero support, we would be approximately
on schedule in developing a self-supporting activity by the end

of the third year. The crucial question will be, however, to
what extent memberships are renewed and active program contribu-,

tions and useontinua. It is our hope to`maintain QCPE as, an

active live organization for transmission to a Nationaircpantum
Chemistry Laboratory if the latter can be established.

The report of the Bethesda Conference leading to'a recommendation
of that group for formation of puch a Laboratory has been distributed

to the Articipants. The report was reviewed by the Committee on
Science and Public Policy of the National Academy of Sciences,

,lihich quite pxwerly declizied to lend its backing at this stage to
.,,the positive recommendation for such a Laboratory. COSPUP did,

however, suPport'a study in 4epth by the chemistry comaunity.of

'tie need for and femininity of,such an 'organization, and to
Governing Board of.the,Natienal Research CoUncil has agreed to
sensor such a study.if.funds can be fOund.- Negotiations are
currently in progress with the Nationkl Science Foundation to
mount such a-study,

. A

I

We want to make"it very clear that the proposed laboratory is
not designe&prtelltrily as,a research tool for Quantum Chemists, but

rather as a, pompAtational facility capdble of the production of

ZS?
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theoretical computations of use'to the general cpemistry community
for the-solution oficheaical problems. The comaittee to study

theEaboratory if funding is obtained, will therefore be broadly
joased, representative of the total spread.of,chemistry, and in
addition will include experts knowledgeable in computer and
communication technology.

i -We append here a table indicating the growth in meibership.
and use of On during these years,,: We wiah'to:point.outthat the
meabership figures represent active meabeTs only;, The list has
been culled each year to-eliminate the naies of those who no longer
maintain alk active interest in QCPE.

De.te

April 1963

*January 1964

January 1965

July . 1966

Jaduary 1967

January 1968

Janulpy 1969

January 1970

August ;Imo

June 1971

,-.' Programs Nuaber Programs
in of Sent Out

Library 'Participants (cumulative)

11 . 72 o

40,s 30

.57

.88

135

293

43a

104 : 576

115 P 759

14ci 1,1,000

153 ,1,1,400

170 P 4500

192 872

4

9

IP

. . 45o4;

86o
I

1,495 .

3,30o

6,6o

10,3

.. 12,0 30

13,072
1

7

I

S



f

Compute r-to-Compa communicationsdata communcations today might be cm-

. . pared with people-to-people communication lita telegraph before the

day of the telephone. Sending a message by telegraph was so slow

th4the media could only be used for non-interactive transmission
of essential information, As such, its use was limited. The tele-

phone provided an ability for people to interact, thus permitting a

whoja new range of applications, Considering people" somewhat
mechanistically, we might view:their use of the telephone as inter -

human resources sharing; To solve a problem a man will call those
people who have.bits of data which he heeds and will call on specialists
for opinions, thus making use of other human resources. This is

achieved becauSe the pedikis appropriately responsive for human
requirements and permits interactive conversation, this eliminating.
the need for transmitting excessive detail, much of which may be

unnecessary. Also, with an interactive dialog, information does
not need'td be toimatted in a standard way since details can
always be' clarified if miSunderstood. This increase in utility

and the many new applicatiOns.thereby permitted have resulted, as
we know;--eivast increase in.telenhone traffic volume over
telegraph traTfic_levels,

7-5

A FORWARD LOOK

Lawrence.G. Roberts 1

-Advanced Research Projects Agency'

Communication between computers would most'likely be effected
in an analogeousmanner if a data communication system Were made
available which matched the needs of computers as well as the phon4

- -matches the needs of humans, Such a system would, of course, have
-'to have different technical'parameters such as connection time,
data rates ano reliabi-Nty, than those required for voice communi-

cation, but if it permitted truly interactive conversations
between a large ensemble of computers, the effect should be much

the same in that it would permit remote access to specialized
'hardware and software resources, Joint problem solving and the

dynamic retrieval of data from remote files, The analOgy with,the

telephone is just, one way of examining the potential impact of
Substantially improved data communication between computers and the
resultant increase in applications and traffic which'such a chance

might bring'about,

Tntercomputer communication has, mapy quite substantial

differences from interpersonal voice communiCation. Whereas voice

conversation is a rather continuous, constant data rate process,
communication with computers, either from computer consoles or
other computers, requires a burst transmission rate soveral orders

Z1S9
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of magnitude hirher,than the average rate4 even during .

conversation, Since there has been very-.little experience so far
with real intercomputer traffic where two pivograms,are talking to
ea 2h other, it is useful to eXamime.thecharaeteristics Of computer
console traffic whichlis botti a component'of,nd is also likely
to have the. same general parameterS as, CoMputer-to z-computer traffic.

iFrom statistics on teletypes, graphic consoles and revote batch
stations,, it appears that the ratioof"bnrst rate to average rate is
approximately 100 to 1, This means th,it,if a Standard'cbMmuni -

cations-line is establishedbfor a'computer conversation, the
average utilization of that line yin- only be abou''1% and there -'
fore the cost will be 10-100 times higher than the raw cost of
moving the bits, A second characteristic of CoMputer -to -computer
communications is that the conrect time t' establish a conversation
must be short enough that the computers qr'the computer users are
not held up unduly witen the need'to' acceSS i special resource is .

determined, For computers the "connect time" should be.,consider-
ably less than a second as opposed to the 20 or 30 secOnds.commonly
experiences for voice communications, Third, the maximum data
rate required in man-machine interaction mus.be considered.
It is known that for useful comprehension by a human, tile peak
data rate for graphical, material is on,the ordei of.20 'Kilobits per;
second, which suggests,the required bandwidth forcopsole -to -
computer communicatidfis, This also suggelLts at,least a minimum
for computer-to-computer communications, Finally, the error
rate for intercomputer traffic must be far iower,than required.
for voice Communications or computer console traffic since thero
As usually very little, if any, redundancy inherent in thedata.
For many Prplications the error rate must be less than one in
10

12
bits. ,At the same time, the reliability (up time) of the

data communications system must be very high if the user is to
depend on remote resourtes. The cost of a data service providin;
the characteristics outlined above must be compared with the
-cost of duplicating the computer resources involved. Vary
simply, if the monthly cost of adeplate communications service
exceeds,or even approaches the cost of a reasonably well endowed
comnuter installation, it is not likely to be economical to use
that nommuniceionq service rather than duplicat'fa.tha.t
Pkrhitrarilv ttinp a threshold "at 20% of'a computer fooilitv
cos+, it can be predicted thlt the communications system -Mould

k not 000t more than $101( per month pertrodo,

A few years arc, no communicatiors'syptem in existence even
came close to providing the type of service just rlescribpd,
Therefore, ARPA undertook to develop such a capability so as to
make resource sharing between computers possible, The cpmmunica-

tions system which resulted is util.ized in the ARPANF,T and

ourrently interc7gectA more than 20 computers at 15 locatior
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around thecoantty. By'early 1172, expansion to 25 locations

is expected,(Figure 1); A delay-engineered ms sage switching

system, the ARPANET.consists of Interface Message Processor's
(ms) at each node intercommunicating over 50 kilobit leased
-communication lines and connected to one or more Host computers

aat each site, The IMP accepts messages from :the Host, breaks
them into thousand bit packet's and sendg each packet toward

the destination over whichever communicatida4ine is currently

optimal. Each IMP in turn checks the error. detection code
on the packet and, if it checks, routes the packet on to the
next node and sends an acknowledgment to the previous node.
At the destination, packets are assembled back into a message

and delivered to the Host, In practice this organization proves

to be extremely responsive, delivering short messages anywhere
in the country within .1 second and permitting throughout rates
for long messages of up to 80 kilobits per second. By adjusting

the number of communication lines which ire leased, the network
can be engineered to have almost any desired overall average
capacity. between 2 kilobits per node and 60 kilobits per node.
Since each. communication line is being used fox: traffic between

many pairs of nodes simultaneously, itcan be loaded quite-
efficiently even though the individual Host-to-Host conversa-
tions have such a hig -,ratio of burst rate to average rate. The

actual cost of the total network Communications system including
the cost of..IMPs, maintenance and'communikation lines ranges
from $3K to $6K per month -per node, depending 6h the overall .

traffic levels and,the facilities required at each node. For

new people entering the network, the February, 1972, network

oilt.23 nodes is currently estimated to cost $4.8K/node/month; $3,1K

for ansequal share of the communication lines cost and $1.7K for the
lease pf a minimal IMP, If a user wishes to provide direct console

access t the retwork,.a. Terminal Interface Processor (TIP) Mould

be used, he TIP4 which will become available in August, 1971,
will act bo h ae'kn IMP and as a simple host, pernitting up to
64 console and peripheral devices to intercommunicateAlith any

host in t network at rates up to 2Q kilobits /sec, Thus thd

TIP expands the network concept to inclu e nodes without an
interactive host of their own, but who wish high bandwidth support
for graphic consoles, printers, and large collections of lower

speed devices, Ilse of a TIP increases the cost by $1.6K/mo.

Although an equal share of the communications line cost is
currently allocated to each node, this policy will be changed, as
soon as-feasible, to one of charging only for the bits actually
sent from each node, Referring to Figure 2it can be. seen that
the cost of the network increases almost linearly with capacity,

at least for bandwidths below 16 KB/node, Also,"=ft turns out

that the capacity and cost of those distributed networks are

4 0 1 .
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remarkably insensitive to the distribution and destinationof
traffic, the total traffic being the only important 'Parameter.

Thus, it is appropriate to charge for traffic initiated at a
node, based do the cost of increasirig the total capacity of the" .

network by that amount, From Figure 2 it can be seen that this.
will be'110/megabit for the ARPANET, However, since the network
cannot be expected to be always fully loaded to peak capaCity,

. day and night, it. is likely the actual rate will be 30¢ /megabit
based on an estimated 36% average loading. The total cost per
node would then be $1,7K/month plus 30¢/megabit,

.Looking ahead, assuming the broad availability of a data
e I

communications service similar to the ARPANET system, it is clear
that very significant changes in computer system organization
will take place, Some of these-changes will occur rapidly--within
the, first five rears- -and others will take a decade or more hefore
people fully accept the concepts. Soon after'a_network with a
dozen or more reliable computer servicesOecomes available, many
institutions will.find it far more economic. to obtain-their

, computing services from a selected set of these remote systems,
rather than run their own computer center, ',For example, take the
case of an 4mstitution abciut ready,to upgride its facility, One
cho4le would be trobtain a medium scale. general purpose bateh
System, admittedly a comptemise far their tart e numerical. users -
and tine-shar4rg users, but +he best single stem that then'
afford. Alternatively, they could bhy no new +achine and obtain.
access to several ofthe systems on the network through a TermI,flal
Interface Processor, This approach.permits tAvir "large numerical
'userp to usa a large "number-Cruncher"; their htatistical and
payroll users to access a.large scale general' purpose-systemand
their Interactive users to have teletype or graphic console
access to a good time-sharingsystem. Overall, the cost of each.
spry-1(1e is less than it would have been on a dedicated G-P computer,
by factors between two and ten. Also, they can buy just the
capacity they need and expand smoothly rather than having topay .

fa* an oversize machine for a year or two. The peripherals cost
the same in either case and the network cost is negligible compared.
to the direct computer cost savings, As added benefits, the
computer services they use are probably better run and more
rellable'than they could hope to do theTselves since the services
*6q4 stay competitive; a wider range of software is available and
can be accessed directly without translation or transfer; and as
net! hardware is introduced which is econamicalljr useful, they can
transfer .iobs"ro. it on a selected and liesurely basis,

'The direct use of distributed hardware services just

described will probably.account for most of the initial use of
the,network. This growth should procee'bout uniformi2r over

i. -0
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the next, eight years--two computer,replacement cycles; Some

additional traffic' will/be introduced by the gradual transfer

of current data trafficifrom other'data'communication networks
to the computer network due to the economy or reliability, but the
total quantity of_this traffic is minor in comparison to the new.
traffic generated by the computer resource sharing activity.

A second major application of the computer network'is data
base stiaringdirect retrieval from remote, one of a kind data
based. Currently, when large data bases or files are needed at
several computer centers, duplicates are maintained at each center.
This difficult and costly practice'can be avoided if, the access
speed, through the network is fast enough so that neither human
users nor computer processes are unduly delayed. The ARPANET

response speed of one-tenth of a second for a question and three-
tenths of a second fora one-page answeris quite acceptable for
a human user and for a computer program it is no worse than a

slow disc, To start with, this response appears adequate; however,
further experience may indicate a need.for faster response in
future networks. Data bade sharing will not build up as rapidly
as hardware service sharing,however, since it represents only an
incremental saying for an installation and demands considerable

faith in the network, Copying a 10 bit data base monthly mig0t
cost $2,000--less than. the minimum network cost anktherefore not

a prime motivation for ,joining the network., However, the cost of
accessing the data be through t'he network would cost at most
$300 even, if all the data were required, providing a' considerable.
cost saving and convenience as long as the netWork,conftetction had

other ystification. Of course for very large data bases such as

the 10, bit weather-climate, ata base being developed'by the
Weather Service for the ARPANET, the cost of either copying or
storing a duplicate would immediately justify network connection.

In most cases very large data bases would not be dev oped

at all without a network making possible nation-wide acce , since

the cost would be prohibitive. Data base sharing, therefore, is ..

not likely to grow rapidly until the network is reasonably well
eatablishedrlagging the service-sharing growth by perhaps two
years, but then growing exponentially as everyone requests access
to all the information available.

Software sharing, the third major application, is the remote
use of software subroutines and packages,' programs not available

on the users' primary computer due to imcompatifibity of hardware
or languages. An example of this type of activity might be the

use by MIT scientist of the Stinford,Healstic Dendtal Systeni, a
program for determingomolecular structure given the mass spectrum.
On a computer at MIT.,the scientists would collect and preprocess

the mass spectrum, data. Then, much like using a subroutine, the
Stanford computer would be called, the data sent and the molecular



structure, when determined, sent back. If interaction were reqiired,
the'MIT scientist would be inteirbgated much as if he werejat Stan--
ford, thus building up the heuristic model baSed on nation-wide
inputs. The MIT coMputer, upon receiving the response, would proceed
locally with the calculations or displays desired. Software sharing
like this will be required if we are temaintain maximum progress as
the volume of useful software continues to:expand, Since the ahnual,
cost for software is already larger than that for hardware and, to
some extent,'should be cumulative ..a.ther than wearing out, the long
range importanceof;,software sharing is clearly greater. However, due
to human inertia and a strong "not invented hete" syndrone associated
'with software, it is clear that the crosd-utilization of-software
will take years to develop. The buildup of software sharing activity
will most likely begin, very slbWly4 growing. exponentially, but not
becomeamajor faCtor until the network becomes well established in
four to eight $rears.

Besides hardware, software, and clata base sharing, there are
many other iiportant network applicatiors, all.bf which require a
lnrre viable network before they become iAportaht in their own right,
These include teleconferencing, publishing, library services and
office paperwork filing and distribution., Teri to twenty years froM
now,these applications may well dominate computer usage and network
usage but they are not likely to be Important factors for at least
five years.

Overall, then, hardware service sh&ng is likely to be the
major factor causing netiorks to come into existence since the

.effective cost of computing qv be drastically lowered.for only
moderate communications cost. Then,Then, data base sharing will become
the dominant force expanding the traffic in three to four years.
Software sharing, although very important in the long run, will;
not become a major factor for four to eight years. The text
&lented services, libraries and-kffice work, will then coma into
their own in ten to twenty years. The whole trend should decrease
the importance of the general purpose computer as stand-alone sys-
tems, and substantially increase the Importance of specialized
systemsones which can provide a specific service at the /6west,
nost";
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Regional Computer Networks and Curriculum Development

Peter G. Lykos

Illinois It\ititute. of Technology*

Introduction2 /
ei

1971 is the 25th anniversary.
ENIAC, designed and guilt by

of Pennsylvania.

Today some 100,000 computers
thei in the USA.

of the first large -scale electronic corputer,
PrOfessors Eckert and Mauchly at the Universi.ty

are in operation around the world, 70;000 of

A widespread unit record punched card information storage and,hapdling

technology constituted a fertile environment for\the.cOmputer which led

to its rapid proliferation, operatint in stand-alone model soon after its

invention. More recently the computer has cote to'be interfaced with, and..
used as an,imPortant component of, our communication network. A second

rapid growth period in computer use As developing, with a eorresponding.rapi

inc?ease in numbbr and variety of terminal devices providing more convenien
and flexibld access to computer

The computer, more accurately named the information processing machine, has

impacted every area of human endeavor. Yet its potential in,the service of

mankind remains largely 'untapped; its principal. applications continue to be

only the two conceptually primitive ones: as a giant desk calculator serv-

ing engineers and scientists, and as a giant accounting machine serving

. administration.

Computers in Higher Education

Computers came to a few college, and to many u niversity campuses in supporf

of administration and in support of graduate research, primarily, as a giant

. desk calculator.

t

At those 'campuses with extensive research activity, the computation.centdrs

grew very rapidly, depending very heavily on federal support, and having

as their primary'objective support of graduate 'research.

Relatively little use was made of e'Computsz in undergraduate programs,

let alone in high school curricula, even thought was becoming evident
that the problem solvers and the decision maker:3'0f our society were

* On leave to Office'of.Computing Activities, NationalScience Foundation



discovering new and more powerful techniques for doing their work which

/
depended in an &ssential way,Lon the computer. Clearly Education was
failing to meet its responsibility of preparing the student of today. to
be the citizen of tomorrow.

NSF Regional Networks
'1 6

in September of 1967, the newly formed Offfce of Computing Activities of
the National ScienceFouhdation convened 30 CoAputer Center Directors from

,around.the country in order to-discuss thb feasibility of diffusing their
Computer expertise and computer service to neighboring institutions of
highr learning, particularly colleges. Of those 30, nine, submitted pro-

posals which were funded in FY 1:968 and thus were created the first regional
networks, namely:

St. Anselses College, New Hampshire, plus ive colleges
Carnegie- Mellon University, Pennsylvania, plus ten colleges
Purdue University, Indiana, plus six colleges

. University of Iowa, Iowa, plUs ten colleges
Southern Regional Education Board, Georgia, plus ten colleges

. Illinois Institute of Technology, Illinois, plus4hine colleges
Cornell University, New York; plus five colleges
'Dartmouth College, New Hampshire, plus nine,colleged
Oregon State University, Oregon; plus six colleges

Sinte that time the number has grown to 23, supporting 212 colleges (10% of
the nation's total universities and colleges), with the emphasis shifted
from computer programming instruction and computer -..,.service to discipline=
oriented faculty training and curriculum developmsnt. ,

Funding and Future of University Computer Centers

0

The de-emphapis on funding computer service Rer se has corresponded to a
fairly abrupt and sharp reduction in federal support of university computer
centers in general. That, together with'the general depression Of the
economy over the past two years, has created a major support problem for
university computer centers approaching a crisis situation.

Additionally university research scholars whose research progress las as
one limit the size and speed of the computer available to them, are working
at a level beliew that of current technology because no university has on
its campus themost powerful computer extant.

A recent two-year study by the RAND Corporation suggests that the day of
the single large-scale university computation center, attempting to support
the entire range of computational needs of administration, research, and
education, is fast passing. A multifaceted commercial computer utility
spectrum is evolving, made all the more viable with the increase in the
data communication sophistication of the communication industry.

1t'l3 &)
1-Jr
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That study also suggests that development and Wide distribution of computer -

based curricular elements will occur at such time as the commercial sector,
such as the textbook publishing industry, enters the picture with a royalty
system for the authors and a standardization And distribution system for

-.6 .

the audience.

Neither of the two developments foreseen byjhg RAND study: yethaialanifested

itself, howeverdand the NSF developed syptemfbf regional networks, ghich
has caused,a rapid expansion of undergraduate computer use, both in amount
and in discipline range, continues, to be the major force. Not the least of .

the factoys operating ie the low cost possible. For example, using

Remote Job Entry fast batch. system with turnaround times of Iess'than
6 minutes, contact time charges for TTY's of $2.00 per hour and an,efficient
compiler with minimum charge of 25o per run, has ilermitted as many QS 12

small student programs to be batched together as onerun befdrethe pinimuM
charge for UNIVAC top CPU .and channeiftimo of 25O was exceeded. ,.

lh Ciirriculum.Deveropment 1

.*

The three-day NSF-supported,Iowa.conference pf June 1970, Asigned,tb deal
with broad brush use.of the computer in undergraduate curricula, drew 740
participants and hundreds of papers. Its successor, the Dartmouth conference

of .June 1971, drew,1200 participants and hundreds of Papers.t

Most of the creative, effort has beer?, limitato producing computer program,

for handling,,specific, classes' of problems where the computer is used as a

desk calculator. However simulation, particularly in eclonomicaand'Manage-
. ment, and non-numerical applications, are beginning to appear. 'Also use of

the small dedicated computer in a control environment is represented in at
least a dozen colleges and universities in the undergraduate program.
These specific applications have noroyet caused any sweeping revision of

courses,let alone of curricula. That is yet to come.

.

As a distribution mediums the standard journals serving the several

disciplines are st±11 groping trying to discover whether alg3rithms are

publishable and, if so, in what form.

Conferences with proceedings c onstitute yet another distribution medium.

Computer program exchanges are a viable means of distributing computer

programs and corresponding descriptions. These have sprung into being as

part of several of the regional computing activities and, at Eastern

Michigan University, as a regional, discipline-oriented entity'which exists

as a collection and distribution center, and as an .eduCation center. There

has not yet appeared a comprehensive, nationTwide, standardized program
exchange such as the research-oriented QCPE.**

* Quantum Chemistry Program Exchange, Indiana University
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State-Wide Networks

I 0
The trend seems to he totaard regional networks organized on a state-wide V

,basis. This has already happened in North Carolina and in Georgia on a
large scale, and many other states are well on their way to,similar.sYstems
Such systems are involving both the public and private institutions although
they tend to be dominated by the public system. Exceptions occur in that
multistate cooperatives are being formed involving low population states
and in, that metropolitan cooperatives are being formed in major cities.

The IIT Regional Network--A Particular Experience
. .

One,of the original nine NSF-supported regional netwoks,'the IITnefkaork,
was unique in that' iehad at the onset faculty training and ,cufriculum
'development asits primary thiust.' That project embodiesaIl the elehents
of a regional network, 01:yen those recently formid, and the Introduction and
SUmmary from the final report for the project is herein appended in order
to. impart some of the flavor of regional networking and to 'serve as a
concluding statement for this paper.

FINAL REPORT ON THE IIT-CENTERED REGIONAL COMPUTER FACILITY, FACULTY TRAINII1G,

AND COOPERATIVE PROGRAM IN CURRICULUM DEVELOPMENT: INTRODUCTION AND SUMMARY

PETER G. LYKOS

History and Objectives.

In July, 1968, the pational Science FoUndation made a grant to Illinois
Institute of Tethnology 'and nine participatillig colleges and universities in
northern Illinois and southern Wisconsin 'for purposes of engagitig in a joint,
.program,in,the development of a regional computer network and in faculty
training and curriculum development involving the introduction of the
computer as an instructional tool in undergraduate courses. The project
was for a combined total of, $885,000 for a, period of 26 months ending
September 1.970 (sUbsequently extended through June 1971). In addition to
Illinois Institute of Technology, the nine participating institutions were:

,#
. .

-Chicago City College (four of eight campuses)
Dominican Coflege.(Wisconsin)*
:Elmhurat,College
.Loyola University (tiro campuses)

Monmouth'College
gMundelein College'

. # Quincy College

_Ripon College (Wisconsin)

St. Xavier College
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In 1969, Blackbnr College and Whedtnn College joined. the project on a

self-funding basis.
N

The main group (9) of participating institutions consisted of liberal arts
colleges. The exceptions were a large university (Loyola), a large city
college system (Chicago City,College, with nine bfanches), and an institute
of technology (IIT) specializing in science and technology.

4
Except for III, none of the participating institutions had stand-alone
computer facilities. In fact, all had not previously used computer facilities
to any significant extent. In those cases in which there was previous
experience, it was initial and preliminary and the same applied for instruc-
tion in programming.

IIT, as the leader institutign in'the setting up or the regional computer
network, had a modest medium-scale computer facility,'an IBM 360/40 with
an IIT-developed 'remote job entry system and a cOnveraational language
supporting remote teletypewriters (later changed to a UNIVAC 1108 configure- 4114,

tion)_ In addition, IIT had extensive experience over many years in pro-
gramming language instruction, ranging over diverse groups, from high school

students through college instructors.

The essential objectives of the project were:

1. Development of operating remote terminal facilities at the other
participating institutions accessing a common flexible computer.

2. Stimulating.programming language instruction and other means.of

developing user community of. computer facilities at the other

partiCipatin institutions, and

3. ,Faculty training and faculty involveMent in curriculum development
involving the use cf the computer as ag instructional tool in
specific disciplinq course work. f

Since III had been operating a highly successful computer network for remote
users for some time, the basis of the mechanics of a regional computer net-
work was already present and there was little wasted effort in extending the

existing network to these other institutions (although the radical change_

in central computer system midway through the project worked a major hard-
ship on the remote terminal users). There were then no major difficulties in
making arrangements for each participating institution to have operational
remote terminal facilities relatively quickly.

The second of the objectives listed above was elf:6 relatiVely quickly accom-

plished. In this-respect the previous extensive IIT experience and the
limited experience of some of the groups served as examples of operating
mechanisms of instruction.

411
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The major thrust of the program thus was the third objective listed above.

This was one stage of "nondevelopment" which all participating institutions

had in common. In essence the primary objyttive of the program was the

unique area in which there was almost a complete lack of previous' develop-

mint, or even planning for development thereof. It is most interesting,

and indicative of the very real need for the support of a program such as

this, that, even .at IIT with its extensive Computer facilities and its

exte sive background in instruction of this project, no formal or even

info 1 activity in the area of the 'development of curriculum materials

whic make use of the computer as an instructional tool existed.

Project Structure .

Each participating school recognized that faculty training and faculty

participation in curriculum development was the tost important objective.

Each participating campus identified a number of faculty in a variety of

disciplines for participation.

The basic operational mechanis used was to organize the participants into

discipline study groups. Each study group had a group leader drawn from

one of the universities in the greater Chicago area. These groups.were:

Biology opftipeas and Economics

Chemistry Psychology andEducation

Physics Sociology

Mathematics

Conspicuous by its absence is Computer Science which was highly developed

at IIT but nonexistent at the other participating institutions except for a

data processing program in sole pf the non-partiCipating Chicago City College

campuses.

During the first year,'Pgychology, Education, and Sociology were lumped

into one study group. At the end of the first year, Sociology was made a

separate group while Psychology and Education were left together.

Group. Leaders' and Administrative Reports

At the end of the project, reports were received from each of the seven

group leaders and from the Project Manager (who managed to acquire a Ph.D.

in Marketing at Northwestern University during the project period). These

reports were edited by_the Project Director and the Project Manager and

constitute the last section of this report. Each contains an account of

what happened in each discipline together with observations and helpful

hints, some of which transcend the particular discipline. Acco7dingly,

regardless of the reader's discipline orientation, all1 the accounts will

contain something of interest.
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Intermediate project reports produced earlier in the project have been
collected as Appendices and they contain much useful information regarding
project structure, project start-up, bibliographies, program exchange
listings, financial analysis,.etc.

A brief analysis of the computer in higher education was meat by the Project
Director (Attachment 1 to this Introduction and Summary) presented as one
of twenty "provocative" statements at the RAND Invitational Conference on

"Computers in Ipstruction: Their Future for Higher Education" held in
Beverly Hills, California,.on October 1, 2, 3, 1970. That analysis is based .

in part on the many experiences of the Project DirectOr both in organizing
and in conducting the t ee-year project.

,Project and Project-Inspired Conferences

In addition to the several "in-house conferences,on curriculum development
which included many visitors and patticipants from outside the project, two
additional conferences of national scope were a direct 'consequence of this

project. . . .
-.

.

The first such was the week -long conference "Computers in Undergraduate

Science Education: Physics and Mathematics" held at ITT on August 17-21,

1970. The conference was cosponsored by ITT, The Commission on College
Physics, and funded by the Office for Computing Activitieh of the NSF.

.
The ITT project group leader in physics was codirector of the conference
and proceedings were Onerated. There was'considerable emphasis on

computer assisted instruction.

.....--- . .

The second national conference was the week-long conference "Computers in.
Chemical Education and Research" held at Northern Illinois University on

July 19-23, 1971. The conference was cosponsored%by NIUi American Chemical
Society, National Research Council, and funded by the Chemistry Section'
and Office of Computing Activities of the NSF. The Project Director

organized the conference and proceedings were generated. the theme Of We,

conference emphasized' the fact that the computer is affec ing how chemists

do chemistry, correspondingly,.there need to beiestablis d channels of

communication between those chemists.at the frontiers wh are developing

innovative approaches to chemical problems tapping the potential of the
computer, and all other chemists, particularly those responsible for

chemistry curricula. The idea here is that whereas, some existing chemical'
.problem-soMng methods can be speeded up Wang the computer, such a very
limited approach falls far short of realizing the potential of the informa-
ticingprocessing machine. .

Participating Campuses' Post Project Computing

A few comments are in order regarding what the particlpating clAmpuses'are
doing now..

,

41
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For example, the Chicago City College System has created an IIT-Faculty
Training and Curriculum Development-like Project at. Wright College, one
of the four City College campuses which did not participate in the IIT-
Centered project. Six faculty members from six disciplines have been
released part-time from their teaching duties for this purpose and they

. are being guided by a Wright professor with considerible experience and
many contacts in the "Computers in Higher Education" milieu..

Quincy College:'which is 6ographically isolated, has replaced its tele-
typewriters with a programmable terminal and is using both the University

of Iowa IBM 360 and the IIT'UNIVAC 1108. This constitutes a conceptual

breakthrough in that the faculty are free to shop around having different
menus to choose from).

Ripon College has Nrchased a mini-computer which s9pporti teletypewriters
in time-sharing mode. 'In addition, there is'an'attempt underway to adapt
that-system so it can operate as a medium speed programmable terminal to
access other,cbmputers elsewhere such as at Madison and Milwaukee, Wisconsin,

and in the greater Chicago area. Finally, Ripon is creating a small network
Of its awn involving local high schools including faculty training.

1 The renaining schools have either arranged for their own local mini-computers
orsare continuing to get service via telephone lines from remote computers.

In every case there has been a significant impact on the academic program
in an amazing variety of ways. The principal inhibiting factor operating
at all participating campuses continues to be lack of faculty training and

interest.
0

Greater Chicap Area Computer Consortium

The State of Illinois Board of Hi;'Ner Education recognized the potential of
individual institution program- enhancement through cooperation with neighbor-
ing institutions and thus stimulated the formatiom of a committee represent-
ing the thirty-odd institutions of higher learning in the greater Chicago
area. The Project, Director chaired the subcommittee charged with cooperation
involving computerd. That subcommittee's report, subsequently approved by.
the Board of Higher Education, outlined a cooperative program evolving
through three Ftages based essentially On the experience derived from this

project.
'

Computational Laborator

Although the principal problem continues to be training of faculty on the
impact of the computer on their discipline content (as well as an awareness
of'the current state of the embryonic computer-assisted pedagogy), neverthe-
less, the secondary question of computer support for education has not yet
been adequately addressed even within today's standard computer technology.
Accordingly, a second outgrowth of the IIT-centered regional network has
been the design of the IIT Computational Laboratory (Attachment 2 to this
Introduction,and Summary) which serves in two modes:

E. 414
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Interactive compilers, file.system, and a CAI system from a
number of CRT terminals with graphics capability asa local

computing facility.
; .

2. Programmable medium.speed 'terminal so the instruator,can
collect student inputs and transmit them to other computers
elsewhere for batch processing and subsequently return
rtransmission of results in order to access computer programs
no matter where.they are running,

I

A comprehensive overview of elk/enable standard hardware has revealed an
extreme,, powerfUl system (pomparalile to at IBM 360/40 to 50) at surprising

low cost. For ..ekample,%given the intermediate 16 terminal configuration
and a five-year lifetime, .a student contact hour at a terminal costs two

dollars. .(The CRT terminals cost less than keypunches.) However, since
the system is designed to make easy and flexible use of computer utilities
elsewhere, its useful life in this rapidly changing computer technology
actually extends beyond five years.

.

There exist two systems which, are receiving tuitional attention as the basis

for a five-year demonstrational project in CAI, namely,-the PLATO system
P

based on thousands of non-standard innovative terminal§ accessing a large
tomputer supporting many.academic institutions at all edUcational levels,

and the TICCIT system based on a local stand-alonemini-computer supporting.
video=6.mpatible terminals designed with the lower educational levers in

mind. Iepart the HT Computational Laboratory corist,itdtes the higher
educational counterpart to the TICCIT system in apposition to the PLATO

system. However, it transcends both systems in thit an essential part of
its design is convenient access to application computer programs, no matter
in what language they were written and no matter on whose computes connected
to the country's communication system they are running.

Recommendation

Finally, if one had to distill out of all this experience the single most
impoitant recommendation it would be the following:

Innovators in specific disciplines doing research are discovering how Man's
problem-solving and decision-making power is'being extended with the advent

of the information processing machine. Stronkencouragement needs to be
given to them to conduct faculty training institutes and to adapt their
discipline- oriented computer-based innovations for use as part of high
school, college,,and university' academic programs.

June 30, 1971.

A

4123
40 ,
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THE IIT'COMPUTATIONAL LA,B0gATORJ

Peter G. Lykos

Presently on leave at the Office Computing,Activities,
National cctence Foundation

/,

Robert B.K. Dewar
Illinois Institute of Technology

AN OVERVIEW

.The.computer is beginning to find an important place jn college
education. The influence is not restricted to the hard sciences,
but extends throughout the curriculum. However, as recent articles
indicate (Educational Media: November 1969, February 1970, September
1970: Proceedings of Conference on Computers in Instruction: Their
Future for Higher Education, RAND, October 1,2,3, 1970, Beverly Hills,
'California). The use of computers has been ononly a token basis,
ieven at most 'of the large universities. This is due to two causes:
'{1) The faculty have not yet updated themselves and the curricula they
teach in/order to incorporate computer-based problem-solving tech-
iques: and 2) Even if they had done sc, the computer systems currently
available would not support broad-brush use of the computer by
students in a cost/effective fashion.

It seems essential to incorporate the use of the computer into
the curriculum in an orderly scheduled manner. It is quite unsatis-

factory to attempt to extend the typical current systems in which
students contend for a wflall number of key-punch machines or terminals-4
in their spare time.

We have therefore devised'the notion of a Computational Laboratory,
consisting of a classroom of quiet CRT terminals, into whicb students
are scheduled as part of their standard program of study. This lati-

oratory would be used both for computer-based.instruction and problem

solving sessions in a variety of disciplines.

The availability of low cost 'mini-computer hardware makes the estab-
lishment of such a facility practical at relatively low cost,. The mini-

computer system can_duplicate most functions of a large scale sy§tem

with respect to the' requirements for student computing.

An additional and important degree of freedom the availability

of communications hardware which allows the use ofi$(a variety of large

'scale systems, remote from this installation, to handle more compli-

cated problems. This latter appro'ch is of particular importance,
since the possibility of using application programs on the computer

N.'
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'system for which they were,designed'allows the establishment of a
direct link between'the student in the Computational Laboratory and
the frontiers of research in univergites across the nation. It

should also be noted that the concept of an onsite facility communi-

cating with a variety of lar systems, at the Convenience of the

user, is much more attractive the more standard arrangement of

a small Machinewhichwis "tied" to one large central computer,

The necessary software partially existg_ip a variety of systefis.

However, no system currently available prov ides the necessary software

in awintegrattd package designed specTcally for this purpose. It

sthe intention of IIT to generate the required software system,
with a view to duplicating the Laboratory in a variety. of colleges

and universities.

Another important factor with regard to'the use of this systtm in
a'small college, or a high school, is that it would be capable of
supporting the administrative requirements if suitable software were

available. Thus funds could be combined to put the System in reach

of many pall colleges.

No fixed cost limits have been established for individual compo-

nents. However, a target cost of $200,000 for an intermediate size

16 terminal configuration has been established for the entire system
(all items are to be purchased Outright). In general, cost'is an

important factor, since the attraction of this system for small
educational units lies in its flexible facilttieg and low package

price. The range of purchase costs is from about $125,000 for an

eight terminal system to about $375,000 for a forty-eight_terminal

system.

It is difficult to assess the total impact of such a system on

secondary schools and on higher education. However, the following may

be noted:

1. A recent survey by the American Institute for ResearCh of the

23,000public high schools in the.USA reveals that 13% are al-
ready using the computer as part of the,educational proctss.
Presumably a similar percentage applttn,to the 8,000 private

'high schools.

2. A recent study by the RAND Corporation of instructional uses
of the computer in the 2,600 colleges and universities,of the

USA reveals that over half make significant use Of the computer

aspart of the instructional process and', furthermore, program-
mable medium speed terminals (one of the, modes of (*ration of

the IIT. Computational Laboratory) increasingly will be used to

.enable college students to access a variety of computer services

as a regular part of their academic training.

o
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3. A recent development of Advanced Research Projects Agency has
spanned the USA with a_medium speed data transmission network

dedicated to interfacing computers with each other or with
data terminals. EDUCOM'is examining the,very much underutilized
ARPA Net with a view to bringing it into the service of higher
education on,a national scale.

4. The High-Energy Physics Advisory Panel to the Atomic Energy
Commission, Division of Research, recommendation that the
CDC 7600 recently installed at the Lawrence Radiation Labora-
tory be operated as a national facility, has been accepted and
scientific users outside of the high-energy physics community

, will also be accommodated on a time available basis. The system
is accessible on a Remote Batch Service basis with large on-site
storage facilities available. As of 23 April 71, federal agen-
cies and cost-type government contractors are recharged at the
internal rate of $155 per hour N. 6600 tire.' Rates for the
7600 system arP not yet.determined, but will be adjuited so
that costs for equivalent jobs will be less on the 7600 than
on the 6600.

OUTLINE OF THE PLANS

Introduction

The IIT Computational Laboratory is an integrated hardware/software
package with local and remote processing capability which is intended
to,meet a broad spectrum of educational needs at the college, as well
as the university, and to an extent, the secondary school levels.

The design is based around a carefully selected mini-comouter
system and derives from the extensive experience of IIT in the field
of educational use of computers. Among the important considerations
,are,the following:

(a) It is necessary,. for psychological and other reasons, to have
local computing' capability.

(b) A wealth of applications programs is currently'accessible via
telephone lines, given a system which can communicate with a
variety of large machines.

(c) Computing in the educational environment needs to be a
scheduled activity comparable with the laboratory sessionsry
in chemi ry and physics courses.

4t
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(d) A viable system must have administrative data.processing

capabilities since there is an existing coMmitmenhere

in terms of resources and personnel.

1 k
F_ rom these and other considerations, a comprehensive system has

been designed. The hardware is currently available and the software .

will be implemented at IIT over a two year period.

The Hardware-r,
4.

The hardware system consists of the following:

36K 16 bit word mini - computer

900 nsec cycle time (TEMPO 1)

2 2314 type disk units
capacity 28,000,000 16 bit words

2 tape units 30 ips.

1 electrostatic printer
(700 to 5000 1pm and graphics capability)

4 synchronous communication lines

1 card reader (400 cpm)

1 DCT-500 30 ,cps impact printer,

16 programmable CRT terminals with pOint graphics capability

The total'cost of 'this system is approximately $200,000 with annual

maintenance cost of approximately $25,000. The useful lifetime of the

system is at least 5 years. Thus the pro-rate annual cost of the

system is a reasonable percentage of the annual budget of a typical

liberal arts college.

ti

Tie Software '

I. The Administrative Data-Processing-Package ,

As previously stated, an important component of the Computational

Laboratory is the administrative data processinb package. From a

hardware point of view, the proposed configuration substantially

exceeds the power of a 360/30 with' 65K memory. Thus, given appropriate

software, its capabilities for data processing use "should be adequate

for many purposes,-particularly in view of the fact that runs requiring

I
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1

a large scale processor, for example modular scheduling applications,
could be processed remotely..

ADP package consists of four comp vents:

(a) An RPG processor for simple file tenance applications.

(b) A small COBOL processor downward compatible from ANSI
standards.

(c) A sort package for disk and tape files.

(d) An indexed sequential file management system. The
logical organization provided by this type of system
is ideal for many applications in which permanent files
are maintained on disk.

II. The besk Cal6lator

The desk calculator simulator gives the terminals the capability
of being used as sophisticated electronic calculators with program-
ming capability. This might, for example, be used to provide a
highly effective substitute for the classroom of calculators sometimes
used in the teaching ofstatistici.

An interesting feature of the calculator is that it is implemented

.

entirely within the programmable terminals. This ensures minimum load
on the processor and'gives guaranteed instantaneous response. To give

an idea of the level of sophistication of 'this package, it Is possible
to store the program and data to solve a 4 x 4 system of simultangbus
equations by Gaussian elimination. .

III. The File System

Many parts of the system are based on the concept of easily
manipulated files which reside on the disk storage.

The programmable terminals are used to provide an extremely powerful
editing. system which is very easy to use. Basically, the screen acts
as a window scanning through the file, and the information is modified
on the surface of the CRT using a range of editing functions, including
character insert/delete, line insert/delete, field skip/duplicate, etc.

This 'frame processing' approach to editing is powerful, easy to use,
and requires very little attention from the CPU thus assuring rapid

response. A similar system, NUROS, is in use at the University of
:;ebraska using 2260 terminals on a 'large IBM 360/65.

I.
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Suitable system commands allow files.to pe created, copied', updated,'

extended, saved on tape, einted, etc.

IV. Remote Access System

The Remote Access System provides comprehensive hardware and soft-

, ware support for accessing,a variety of large scale remote computers.

A processor language which is being designed allows creation,of a

remote entry module (REM). The REM basically performs two functions:
P

(a) An input file (from Disk) is converted into suitable form for
use remotely (by.reformatting, adding control cards, translating

character sets, etc.)

(b) The received output is converted to a usable lOca file (by

removing extraneous system messages, etc.).

V. Local Conversational Processors *

A yariety of 'compile and go' processors will be implemented.
These will either run conversationally, with input, and output directly

to the terminal, or.the input and output can be associated with

prenamed files. In the latter case, the output could be printed on

the high speed printer.

Initially,-the design includes two such processors:

(a) IITRAN, the student oriented language designed and

implemented at II'T.

(b) 'NOBOL-4, the string processing language developed at

' Bell Telephond LOoratories. 'A recent implementation
of 8NOBOL-4, called SPITBQL, for the 360, done at IIT,

shows this language.to be practical on a machine of

this size.

It is anticipated that other processors in this class will be

implemented as various students become involved with the project.

Based on current, interest, these might include BASIC, FORTRAN, APL,

LISP, ALGOL-68.

VI. The CAI Package

A language for applications in computer assisted instruction will

be. part of the system. Here, extensive use of the large capacity

disk storage will be madd for staring programs andlessons. Also,

the capability of the programmable terminals will be used to provide

frame oriented display including graphics.

421
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The exact form of the CAI language has not be determined. A

, requirement is that it be simple for non-computer oriented faculty

members to devise and implement course materials. A model of the ,

type of language under consideration may be found in the UNIVAC
COPI language whiCh is in wide use in v ried applications.

HARDWARE CONFIGUATIONS AND APPROXIMATE, P ICES * (May 1, 1971)

1. 8 terminals, page printer, 1 disk, 1 taoe, 24K core,' $122,000

2. 12 terminals, page printer 1 disk, 1 tape, Gould
printer/plotter, 32K core . \

+3. 16 terminals, page printer, 2 disks, 2 tapes, Gould
printer/plotter, 36K core

4. 24 terminals,. page printer, 2 disks, 2 tapes, Gould
printer/plotter, 40K core

5. 32 terminals, page printer, 2, disks, 2 tapes, Gould
printer/plotter, 48K core

6. 48 terminals, page printer, 3 disks, 2 tapes, Gould
printer/plotter, 64K core

$161,000

$205,000

$237,000

$268,060

$354,000

* These prices include hardware only, software adds about 10% (estimated)

+ The configuration illustrated on the following page end all subsequent

pages refe to this configuration.

jch.oeu.,
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HARDWARE CONFIGURATION

5000 LPM
Printer with
Graphics

2

22 million
Byte Disk
Drives

TEMPO I
CPUN,,,

36K 16 Bit

High Speed 010.°°°. Words

,Communications Memory

to

T 360, .

UNIVAC 1108,

.
. [

CDC 6400,
. etc.

4

SPD

Mul ti -

Plexor

INCOTERM
tPU

4K Bytes

Total of -8 TPU's and

16 Terminals

IIICOTERM Trogrammable. CRT's
960..Caratter Diplay and Point Graphics

0
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TEMPO 1 CPU & MEMORY CHARACTERISTICS

Memory: 36K 16:bit words (72K bytes), cycle time 900nsec.

Register: 16 general purpose 16 bit xregs

10 non-programmable special purpose registers

Instructions: full set of memory toyegister, and register to

register instructions including full set of logical
and shift instructions

Addressing: 13 modes, including double indexing, indirect reference
and table search

Timing: load from memory 1.8 usec.

register-register 0.9 usec.
mutiply/divide 6.0 usec.'

Input-Output; maximum total rate 700,000
16 bit words per second
12 nested, maskable, interrupt levels

TERMINAL SUBSYSTEM

Type: INCOTERM SPD 10/20 Dual

Display: 15 x 64 = 960 characters or 60 x 126 points (or mixture),

Two displays are controlled by one SPD 10/20 TPU. The TPU characteris,tict
are as follows:

Program
Registers: 3,

Insiruction Set: Includes arithmetic, logical, liranch, and I/O instructions.

Speed: Memory 1.6 usec. Load Instruction 3.2 usec.

Core: 2K 16 bit words (1K words used for refresh)

424
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CARD READER SUBSYSTEM

Format: Standard 80 column cards, Hollerittaior column binary

Speed: 4' 400 c.p.m.

Capacity
' (hopper): 500 cards

(PRINtER SUBSYSTEM

Type:

Speed:

.4".

Resolu4on:

Character
Sets:

Paper Size:

Paper Type:

DISK SUBSYSTEM

Drives:

Format:

'Access:

Speed:

Capacity:

PaFks:

$

Electrost'ati'c (dot matrix)

4,800 l.p.m. (Charact4r.lines)
40,000 l.p.m. (dot lines)

80 dots per inch (full graphical capability, including
special forms generation)

Hardware fonts for ASCU chart in 5 x 7 or 8 x 10
matrix (horizontal or vertical).
Software can print any chars using a program
defined dot matrix set.

11 inch (roll or fanfold)
,(132 chars horizontal with 5 x 7 font)

Special coated paper (cost is less than 2t per page)

Two - simultaheous seek capability,

IBM compatible, fixed length sectors (346 bytes)

35 msec. average head positioning.
12.5 msec. average rotational delay

'156,000 16 bit words per second

11,200,000 16 bit words per drive
(total capacity 45,000,000 chars)

Standard IBM 2314 type (removable)

.1?
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TAPE SUBSYSTEM

Drivet: two - simultaneous rewind capability

Format: IBM compatible 9-track

Density: 600 BPI

Speed: 25 i.p.s.,= 30,000 chars per second

Capacity: 2,400 ft. standard reels

COMMUNICATIONS SUBSYSTEM .%

o

Type: Synchronous

Speed. '2K baud (phone line)

A variety= of channels provide sufficient flexibility to communicate with

a wide range of large scale computers including IBM 360, UNIVAC 1108,

CDC 6400, 6600, 7600. '

.

.

110
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The Eastern Michigan University Center

for the

Exchange of themistry Computer Programs:

EMU-CECCP

by

Ronald W. Collins

Chemistry Department

Eastern Michigan, University A

Ypsilanti, Michigan

427



-Many chemistry departments are now utilizing some form of
computer-aided instruction in their coursework. This use ranges
from sophisticated interactive computer-assisted instruction (CAI)
to the simplest form of non-interactive computer application's
(MICA), namely data reduction. Regardless, of the exact nature of the
computer usage, however, there is an emerging need tr. many de-
partments for a library of computer programs to implement ther
planned computer-aided instruction. Most chemistry instructors
have been meeting this need by writing their own computer pro-
grams, specifically for their own pedagogical purpose and designed
exclusively far their own computer system. To_4ete'communi-cation
within the academic chemistry community on such efforts has been I
relatively poor. This has lead to,considerable duplication of
effort in the writing of essentially identical programs for
basically identical purposes at different institutions. Admit-
tedly the portability of computer programeeis often hampered by
systems variations among different machines; however, considerable
time can still be saved by eliminating repetition in Mveloping
algorithms for given chemistry applications. /n an attempt to
provide a service which will help to eliminate some of this'
needless duplication in prograMming, the off-line Eastern Michigan
University Center for the Exchange of Chemistry Computer Programs
(EMU - CECCP) has been established.

iThe EMU-CECCP was originated in 1970 with emphasis strictly
on 'computer programs of an educational nature; i.e., programs
.which could readily be used in chemistry courses, rather than
highly specialized research programs. The rationale for creating

%e
the EMU-CECCP goes beyon , however,' the simple expediency of ex-
changing proven documente programs, to include also the hope that

,.the center will serve to c ate an awareness,of professional ex-
pertise in given areas of computer application's to chemical prob.
lems. In addition it is anticipated that the EMU-CECCP can, by
hosting periodic. conferences, serve to promote the exchange of
ideas among chemists on the role of computers in' chemistry edu-
cation The EMU-CECCP is at present internally financed by
Eastern4ichigan University, and' operated via the part-time efforts
of several EMU chemistry faculty andgraduate students. The
geographical scope of the organization has been primarily the
state of Michigan along with'several neighboring Midwestern states.

The EMU-CECCP does not represent a unique concept; i.e., the
.

basic idea of a program exchange is not original to this organ-
ization. Consequently, the strength of the EMU-CECCP does not lie
in its basic originality, but rather in the heavy emphasis being :.

placed on effective .indexing and documenting of all programi
contained in the library. Each EMU-CEC0P program is thoroughly .

.

describec -.r, a "User Description", which is an 8-10 page document
covering the theory and use of that particular program. The exact
format for the User Description varies from one prograM to an-
other but the essential contents remain the same. Included. are

J.
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a flow diagram, symbol 'chart, complete program listing, instruction

for data card preparation, and a sample problem to check the program

execution.
The EMU-CEC6 disseminates information reg ding its inventory

' of programs by issuing semi - annual. numerical and keyword indexes.

Each program accepted for inclusion in the EMU-CE library is

cataloged under both a program 'name and an assigned number, and

its function is described by not more than five keywords. These '

"keywords" can be either-English words, chemical symbols, or appro-

priate mathematical expressions. Both an alphabetical ftword index

and a numerical list of all available programs is then published:

To date these indexes have beeh supplied gratis to ill 63 insti-

tutions of higher- learning in the state of Michigan,: plus other

interested individuaTS who have been referred to dueorganization.

The suggested sequence for efficient use .of 'these index materials

is as:follows: _

1. Consult the alphabetical keyword index (Figure 1)

for, terms indicativeof the applicatio9 you have

in inindr-note the program number(s) corresponding

to these terms.
2. Consult the,dumerical list.of programv(Figure 2)

under the appropriate number(s) to Obtain more
information about those programs which.appear to

be of interest to you. This list describes the

input "and output, as. well is the programming

language for each Computer program.,
3. Bated on this additional information., if a given

program(s) is of definite interest to you, request

from the EMU-CECCP the user description for that

program(s). A form :for such requests is supplied

for the convenience of all EMU-CECCP subscribers.

At present the function of the EMU-CECOP terminates at this point;

. i.e.,, the organization is not supplying duplicate source decks for

programs (requests can be direc#d to_the program author, but not

to the EMU-CECCP) nor is .it attempting. to become involved,tn /
-problems of systems capaOlity. The EMU-CECCP does, however, serve

as many users as possible by including in ourlibrary essentially
duplicateprograms written intdifferent programming languages.

- The organizational format olf the EMU - CECCP seems to be both

efficient and reasonably effective in meeting the.needs of our

various users; however, several probleMs have arisen. First,

program authors mustWrite-the user descriptions for their own .

,
prOgrams rather than depending on the EMU-CECCP staff to prepare

these documents. Originally this as not the plan, but it has been

shown rather conclusively that anlauthor cap document his own

program in considerSbly less time, thereby'facilitating more rapid

accessibility to his progvrami via their earlier inclusion in the

EMU-CECCP index. A second problem has beets communicating with

423



7-36

potential 'program donors who might wish to make their computer
programs available to other chemists but who are not aware of the
EMU-CECCP. For this reason the MU -CECCP is being extensively
pyblicized via national and regional meetings of the American
Chemical Society as well as through specialized computer-oriented
aonferences.

Regarding other future plans, the-EMU-CECCP will continue to
be only an off-line source of computer programs for chemistry
education; i.e., there are no plans, to provide user technology
in'the.form of on-line access to bu 'rogram library via a

.., time-shared network operated EMU campus. It is our ,4
contention that efficient, ec, omicat time- sharing. is available
through a variety of sources ,"and that the efforts of the EMU-CECCP
staff are better directed toward developing/and operating the best
possible off;line educational program exchange. A review of our
current library holdings does reveal, however, that the majority
of theEMU-CECCP programs are written for batch processing. Thus,
an attempt is currently being made to solicit both conversational
interactive pm programs, and pseudo-interactive programs whose
input and output formats are compatible with remote teletype
terminal' operation.
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EMU - CECCP
0---

Keyword index to Computer Programs

(listed by -proviso number; entries in oapital letters
are program names rather than keywords)

ACETIC ACID 6

Acid, weak, - 25

Ammonia, aqueous - 24
ANISTROPY - 13

Base, strong - 25
Benzene, derivatives - 14, 15

Coefficients, distribution - 3Q
Coefficients, equilibrium - 30
Coefficients, extinction - 16
Complexes, spectra - 32
Constant, equilibrium - 7
Constant, ionization - 6, 8
Constant, stability - 16
Constant, Van der Weals - 21 .

, Correction, calorimetric - 11
Curve fitting - 20

DELH - 17

Derivative, method r 1, 28
DEkTI - 1

Deviation, peicent - 29
DIPOLE FIELD - 12
Diprotic acid -.. 8

DJPR - 30
DSPAC - 18
DSPACE - DELSQ - 3
D-Spacings - 3, 4, 5, 18

EDTA: OBJ - 26
Electrode potential - 24
Electronic absorption -'32
Energy, transition - 32
ENTHALPY - 11
EQUICON-FESCN - 7
EquilibriumNonscant - 7
Extinction coefficient - 16

Field shift - 12

Guggenheim method 23

43.1

.HA: OBJ - 25
Heat capacity - 11
H
2
0
2,

decomposition of -.23

[10] - 10

INTERPLANAR' - 4
IONICON--, 8

Kinetics - 2, 31
,KSPAGAC - 9

Least squares,

;Least squares,
Least Squares,
Least squares
Least squares,
Ligand field -
LINLEAST - 19
LSQ: .FORr- 27

curve, fitting -.19, 20, 27

errors - 19
linear - 20 '

- 19, 20, 27
weighted - 17
32

McWeeny method - 14 --
Miller ind'ces, random - 5

.MILLER SPACINGS - 5
Molal volum - 22
Monoprotic cid - 8'
m+2 26

Nernst, eq. - 24
NERNST: 'OBJ - 24

OHCO - 32

Polynomials - 27
Position number :.- 12

RAT- 23
Rate constants - 2, 23, 31
REGRESSION - 20
RING CURRENT (I) - 14
RING CURRENT (II) - 15

Rotating bond - 12
\Rotational increment - 13

FIGURE
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Abstract

For the past few years members, of vario/s departmenti at the State

University of New York at Binghamton have been exploring the applicability

of APL (A Programming Language) teinstructional use in the undergraduate

curriculum. APL is a particularly attractive language for computer-

assisted instruction because: 1) it permits direct and immediate inter-

action between the. student and the computer; 2) the student can learn to

use the language with a minimum of instruction; and 3) it not only allows

programming in the conversational mode, but also has considerable compUting,

and plotting capabilities. This paper ou4ines our experience

with APL din the chemistry curriculum. In particular, a fairly involved

program used by our students in the General Chemistry Laboratory experiment,

Molar Voluthe of a Gas, is' 4esCribedllin some detail. Included is a dis-

cussion of our objectilpt and of student reaction.

.
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Introduction:

The past few years have witnessed.a greatly increased etfort%o

realiie some of the educational potential presented by the development

of computers. A number of different systems and languages have been tried

in computer-aided instruction, with varying degrees of success and promise.

One of the most promising languages, in our view, is APL (1), a irogramming

language which allows direct interaction 4etween the user and the computer

by typewriter communication.

Recently a grant from the IBM Company,permitted an exploration of

the applicability of APL to instructional use on the college level at our

institution. ,Sipce then, faculty members in chemistry, physics, biology,

geology, mathemaics, philoSophy, and music, have taken advantage of this

opportunity. Although frustrated at times with the amount of time re-
.

quired Vo develop, write, and de-bug useful programs, those involved in

this exploration have for the most part remained enthusiastic about the

use of computers in undergraduate teaching, and aboUt APL as a useful

language for computer-assissted instruction. In this paper some of our

efforts and experiences in the use of APL in dhemiitry courses at the State

University of New York at Binghamton will be described.

It'is easy to be enthuSiasticjnitially about using computers in

teaching. The computer may indeed provide a new dimension in teaching,

althoughcare should be Used in its application (2). Furthermore famil-

-iari:ty with that "mechanical monster" which may unwittingly send bill after

bill, month aftgr month, despite desparate pleat and claims of paytent,

and which"has the awesome power of ruining otherwise perfect credit ratings,

is certainly ,desirable for both teacher and student! It is also probably
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advantageous for stud*nts in science to become acquainted with the com-

puter and its applications at an early stage in their training.

A variety of program types for instructional use has been suggested (3).

These include:

4 (a) programs for,data reduction and statistical treatment of ex-
.

perimental,data;

(lb) the simulated lab proiram, which allows the student to con-

y

centrate on the interdependence of physical variables or to

examine parameter relationships in physical models.;

(c) remedial drill programs or extensive tutorial programs in which

the computer is the impersonal and infinitely patient instructor,

allowing the student to progress without embarrassment and at

his own pace through particular subject material, all the while

wisely questioning the student to test his understanding of the

material. This last type is undoubtedly the most difficult

kind of program to write.

But, as most of you know, it's a long road from such visions to useable

programs!

APL Laguase:

Even before defining firm objectives for efforts in CAfione must con-

sider the computing system available and the choice' of program language.

Ideally, the language should be: 1) one which is easy to prOgram and easy

to use, 2) one which allows direct and immediate communication between the

user and the computer, 3) one which permits extended conversational as well

as computational operations, and 4) one which accommodates auxiliiary in-

teractive facilities such as slides, tapes, and CRT display. Perhaps APL,

s.



more than any other current language, comes. closest to this ideal.

APL, A Programming Language (1), was first developed and used at IBM

f in the early 1960's. It is an interactive, algorithm-orienVd time-sharing

language with a single, consistent notation for.many areas of discourse.

By means of the typewriter terminal the -user can define and.store.programs

and execute system commands or mathematital statements, and receive an al-

most immediate response from the computer. The primitive functions and

Operations in APL offer great flexibility and, simplicity in mathematical

and logical operations - particularlylin manipulation of vectors' and

matrices. Not only can the language handle fairly sophisticated ea:feu-

lations and mathematical operations, it is also'relatively easy to program.

In addition, APL has a graphic display capability in its plot functions,

and allows programming in the extended conversational mode so that:instruC-

tions may be given, and questions asked, in alphabetical statements as well

as in mathematical formulations. ,Finally, programs can be easily editgd

and modified, and can be stored in public libraries for ready aces by

any user. No class time is needed for computer instrdction. Brief hand.-

out instructions, supplemented by individual instruction at the. terminal,
i

have been sufficient to allow the student to use the programs which have

been made available. At State University of New York at Binghamton, those

students who are interested can attend a set of video-taped lectures on APL

which are shown several times a year. Because of the relative simplicity

of the language, a student (or faculty member) who has attended only a few

of these lectures can begin to write his own programs.

We have experimented with the use of APL in the Chemistry Curriculum

at every undergraduate and graduate, level. Program t &es include laboratory

4.37
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simulation, laboratory data reducirbn,,and statistical treatment of ex-

peYimenta data (4). We have yet to complete a tutorial-type, program

in chemistry, although we are currently working on one en'the mole con...

cept and stoichiometry.

Initially we were operating with an IBM 360/40 computer with a

limited number of terminals. APL was available only three hours per day:

Consequently, only a fairly small number, of students were involved in the

use of our programs. (It is interesting, tonote that the terminals were

in use 90% of the time when APL was available, compared to' approximately

10% use during rpmote FORTRAN hours.) Recently we have acquired an IBM,

360/67 computer, and APL is now available on campus eight hoursiper day.

Currently we have 24 remote typewriter terminals (#2741) on campus and

seven off-campus. 'This year, fOr the first time, all of the students in

general chemiitry (over 300) used the computer.

General Chemistry Programs:

tot

, Lab Simulation: Initially students in one of the second semester

frshman chemistry recitation sections worked with two titration programs
.6.

developed by Science Research Associates (Chicago, IllinOls), and somewhat

modified by us. These programs allow the-students to, simulate acid-base

titrations for a variety of weak acids, ankturbidimetric titrations to

obtain solubility product information for a number of slightly soluble

salts*.

The program TITRATE randomly chdccses a pK within a specified range

and asks the student to specify his initial titration parameters - i.e.,

molar con ration of both acid and base and volume of acid. The student

then adds aliquots of base, and the computer calculates the pH after each

464-13
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addition. If an error is made during the course of the titration (ex.:

too few points in the region of the endpoint) a reset to zero conditions

is easily made, and the titration is repeated. The titration record is

saved, and at the end the student can choose to see a graph of pH vs.

Volumt of titrant for his titration. We have recently'added options for

first and second derivative graphs, expanded in the region of the endpoint.

We plan to expand this program to include treatment of polyprotic acids and

. buffer solutions.

The program KSP extends the student's experience with equilibrium

systems, again through Apulated titration experiments In this case the

endpoint is indicated by "lasting turbidity upon shaking", and the KSP is

calculated from the titration data.

Response from the limited number of students involved with these pro-

grams was enthusiastic. (In fact several volunteers were coming at 7:00 A.M.

in order to use the computer!) Although this type of program does not pro-
f

vide experience with lab technique, it can help the student grasp the basic

10
concepts involved in titrimetric analysis,

Statistical Treatment of Data:

.

Later in the year a set of simple kinetics programs was made available

introduce the students to stati tical treatment of experimental data,

The student supplies the data (eit er from assigned problems or from lab-

oratory experiment) together with an estimate of error in both concentration

and time values. The kinetics programs apply simple first order and second

order treatment to the data, calculate the best straight line fit for the

data by a supple least squares treatment, and print out the rate constant

439



calculated from the slope, and the standard deviation. Again, the student

can choose to see both first\pd'second order graphs of the data and can

compare the rate constant value from the least squares treatment to the

one he has obtained from his on.hand-drawn graph' of the same data.
A

An additional programlin this set is used for the calculation of the

activation energy from the temperature dependence of the rate constant.

In this program the student can investigate the effect of error limits on

the activation energy and standard deviation. Initially the computer cal-

culates the best fit by a simple least squares method and prints out the

activation energy from the slope of this line as its first approximation.

The results of this calculation are then used to solve cubic equations
0

from a more sophisticated line fitting treatment by a series of successive

approximations. When successive values differ by less than 1% the calcu-

lation is terminated and the standard'deviation is printed.

Again, only a small number of students used these programs, and we
t.!

have as yet no valid mea,surement of their utility. At the very least we,

dan say that these students were introduced early to one of the important

uses of the computer for experimental data treatment, and to the fact that

experimental results should always include some indication of estimated or

calculated,experimental error.

Laboratory Data Evaluation and Reduction:

Our most ambiticius program at the freshman level is one which analyzes

and stores experimental data obtained by the studeht in the laboratory de-

termination of the molar volume of oxygen. The purpose of this laboratory

experiment is to teach the student quantitative techniques in working with

(A
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gases and to verify Avogadro's hypothesis concerning gas behavior. The

student weighs out a sample of a mixture of potassium chloride KCl)( and

potassium chlorite (KC103) (% Unknown) and, With appropriate apparatus

which he has, assembled, decomposes the KC103 by heating,' and collects and

measures the Oxygen gas evolved. From the primary data:collected (weights,

volume of water displaced, temperature, barometer reading) the student can

then calculate a molar volume for oxygen at standard temperature and pressure

and the % KC103 in his sample.

The experitental procedure is a fairly demanding one for students at

this level, and the.re is plenty of opportunity for experimental error. Six

pieces of primary data.'mut be obtained. On these the student performs a

number,of calculations, including aqueous vapor px ssure and barometer

scale expansion corrections, before he arrives at his answer. Typically,

a student would carry out one determination,and just finish s calculations,

by the end of the lab period, only to find thatirts,final. answer is un-'

acceptable and he must repeat the experiment. Clearly, it would be help-

ful to the student to have an immediate check on the accuracy of his primary

data.

The objectives, of the computer programs in the CHEMLAB workspace are:

1) To allow' the student to check immediately the accuracy of his

experimental measurement of the volume of oxygen;

2) To allow the student to check his calculations of molar volume

and % composition for his particular sample;

3). Tostore student primary data and results for subsequent analysis

and grading.
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The initial impetus for this program come from a paper presented

at the Symposium on the Status of Computer-Assisted Instruction in Chem-,

istry, held at Toronto in May, 1970 (S). In this paper, D.S. Olson and

colleagues des'cribed the use of computer punch cards for grading chemistry

laboratory reports for large classes at the Air Force Academy. We realized

that by using an interactive language such as APL, and by placing com-

puter terminals in the laboratory, we could not only ease the grading

burden for our teaching assistants and collect data for eliss analysis,

but, more importantly, could also permit the student to distinguish between

experimental error and calculation error in data treatment while his apparatus

was still available for repeats.

As soon as the student has finished collecting data for his first run, ,

he goes to the eothputer terminal in the lab and types CHEMLAB1, which starts

function execution. (Just prior to the laboratory period the lab instructor

has signed onto the computer and loaded a copy of the AB workspace from

the public library into his active workspace by a simple system command.

Three additional system commands initialize the program so it is reildy for

use by students in his lab section.) This function has three main parts.

Access to each part is determined, by a seqU'encing code in the program. The

first part provides for entry of primary experimental data. The student,

is instructedto enter his name, sample designation, weights, temperature,

barometer reading, and collected volume of oxygen. The program then cal-

culates the'theoretical volume of oxygen (using student's conditions of

temperature and pressure, and using % composition information stored in pro-

gram for the designated sample) and compares it with the student's experimental,

value.* The compUterresponse is determined by the agreement between these'

* (See appendix for sample execution. of CHEMLAB.)
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values: if the student's data is good,' is told to proceed with his

calcuiations. His name and data Are stored in the workspace and the se-

quencing code is advanced, so thit'the next time the. same Student calls

for.the program, it automatically branches to Part 2., If theagreement is

fairly good, the student is allbwed,to'.proceed with his calculations, but

'is advised to repeat the experiment, If the agreement,is pooz% then the

student is told that his data is' unacceptable and That 'he must repeat .the

expeiriment. In the case of fair Or poor results; leading.questions-are

asked by the computer to help the student pinpoint likely sources of error.

Onbe his data is accepted by the computer, the student can then, from

this primacy data, calculate the weight of oxygen, the partial pressure of.

oxygen, and the molar volume of oxygen at STP.' Part 2 oftHEMLAB1 requires

the student

calculations

to enter his calculated values. The program then does"the same

, using the student's primary data which is stored in the DATA

4

matrix and the correction factors stored in the program. The confuter also

_Acalculates the theoretical values for the particular sample which the

student has analyzed. The three columns of data are then printed out side

by side for comparison.* This allows the student to check immediately a) the
4.

validity of his calculations, and b) the accuracy of his experimental mea-

surements., The student includes this part of the computer printout in his

lab report, and is expected to discuss the agreement or disagreement of the

three columns.

Again, if the student's data is acceptable he may proceed to Part 3.

From the experimental weight of oxygen, the known molecular weight of 02,

the total sample weight, and the balanced equation fo\z. the reaction, he can

calculate the percent potassium chlorate in his sample. He then enters the

* See appendix.
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resat& of this calculation in Part 3. The program does the same cal-

. culations and prints out the two columns of data, along with the theore-

tical % KC103 for the student's sample. Again, the student can check

both the validity of his calculation and the accuracy of'his results.

Once the student's data is acce ted and saved by the computer, it

is stored in' the workspace and cannot be altered. The program LABINSTRUCT

permits the laboratory instructor to retrieve all of the names and data

from his lab section in a defined format for comparison, analysis, and .

-grading..

This program was initially written-in the summer of 1970 and first-

used by a small class in that summer session bf general chemistry. ,The
: .

'exnerience*with the summer group indicated that the program was useful and

led to fairly extensive modifications and expansion of the progr1p. The

revised program was used by over 300 students in the fall semester of 1970.
(

Although a few students regarded the use of (he computer as an extra chore,

the general response of the students can be des.cribed only as enthusiastic

and excited. Studentstsusuested further modifications of the program to

make it moo helpful. This led o further revisions which were incorporated

for use in the spring semester. Students also suggested that similar pro-

grams' for other experiments would be very helpful.

The program also received strong support from the lab instructors.

Usuaok lly, for this experiment, if the final calculated results are in error,

the instructor must refigure each calculation until the error is discovered.

it is therefore quite a chore to evaluate constructively and conscientiously

40-50 lab reports. The computer program eliminates all of the "busy. work"

for the.instructbr and allows him to pinpoint the source of error very readily.

4.44
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In maw cases, because the studspt can also check his own errors, he can

discuss his experimental results more intelligently.

Finally, ready access to primary data for the entire large Class

permitted us to examine closely the results of the experiment and to set

reasonable limits of acceptability.

The CHEMLAB'program has been described in some detail because it is

our most successful program to date. We are encouraged by its receptipn

and are convinced that this is a useful way to use the computer in' the

laboratory. The progi4m continues to develop with each clasi. Future

intended modifications ilIclude tutorial-type questions' to guide the student

, into more thoughtful' analysis of the experiment.

Advanced Courses:

APL progrdmshavo also been used in some of the advanced courses in

the chemistry curriculum. For example, in the organic laboratory a pro-

gram is used to calculate the percent composition of liquid mixtures from

vapor phase chromatography data. In the introductory physical chemistry

course a program has been written (by a student) which calculates the eigen-

values and wavefunctions for a one-sided potMlial.well. By varying the

urameters (depth and width of well'and mass of particle) the student can

'follow the effect of parameter variations on the eigenvalues and attempt 'to-

discover valid relationships.

The program for determination of activation energy, mentioned earlier,

was actually developed for use by juniorsand seniors in a physical chemistry

lab experiment on the internal rotation of amides, measured by a.nuclear

magnetic resonance method. The data ottained are not susceptible to simple
. ,
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least squares treatment, so the students use a computer program to cal-

culatr weighting functions for statistical treatment of their NAR data (6).

Finally, in the physical organic courses, students have been required

to develop their own line-fitting program in APL for treatment of kinetics

and other experimental data.

Other -Departments

Several other departments at State University of New York at Binghamton

have also been experimenting with APL in their courses. In the genetics

and biostatistics courses fairly simple programs have proven to be both

fasCinating and useful to the student (7). The program RANDOMDRIFT is an

example of a computer- simulated experiment in genetics which could not

possibly be done by the students in the labOratory. If a population is

limited in size, or if only a small fraction of the population is responsible

for the offspring of the next generation, the genetic composition of the

population will fluctuate in a random mariner. The smaller the population,

the greater the random fluctuation. This is known as the Sewall- Wright

Effect. Instead of merely being informed of this experimental observation,

the student is permitted to experience the sensation of disbovery by using

an APL function which is programmed so that half of the population in each

'generation is randomly selected to be parents for the next generation. The

student, starts with four allelic genes, selects the size of the population

sample and continues the reproductive process until three of the four loci

are lost from the population by random drift.

Extenled tutorial programs which simulate physical laws otherwise dif-

ficult for the student to investigate hive been most successful in the

446
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physics department (8). Prior to the simulited expbriment a series of

questions in multiple ch4ce format familiarizes the student with the prob-

.'lem and provides a guide to intelligent selection of parameters. Wrong

choices lead to appropriate branches in the program which contain addi-

,. tional drill and guidance. The student specifies all important para-

meters for the experiment, and observes the results, usually in graphical

form. Additional tutorial questions guide the student's analysis of the

results and help him discover the parameter relationships. For example,

the program ORBIT" plots the orbit of a satellite launched tangentially

from a central body. The student specifies the central body and its mass,

the satellite mass, and initial distance and l'elocity. He then observes

the effects, of vaxying these parameters on the orbit of the satellite. Other

tutorials in physics include an investigation of wave behavior and inter-

ference patterns, and analysis of Michelson-Morley type experiments to

arrive at postulates of relativity. Indeed, these programs have been so

successful that the physics department this year has replaced the intro-

ductory physics laboratory with a "structured combination of computer lab-

oratory and hands-on demonstrations". The traditional introductory lab has

been upgraded and Moved to the sophomore year.

Conclusion:

. Although our experience so far is insufficient to make extensive

judgements about the educational value of our efforts in computer-assisted

instruction, there are a number of very encouraging aspects of our exploration

to date:

1) We have developed some programs which appear to_be useful and

unique as instructional aids and whidik can be successfully inte-

grated into our course programs. ,The more workable model programs
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we have on hand, the easier it is to formulate and develop

additiOnalyrograms.

2) We are succeeding in introducing a significant number of students

to the computer and its potential uses, and they are responding

enthusiastically.

3) A significant number of students, on their own initiative, are

writing their own programs in APL and continuing to use the cam-
,

uter for course work, lab .data treatment, and research data

analysis.

These are the encouraging factors. The discouragfnvones are the cost

in bh time and money to support and develop such a program. ,These cost

factor's are difficult to determine, since these programs undergo almost '

continual evolution even after considerable use. Recent conservative ds-
.

timates at our institution (8) indicate that the development of a long

tutorial like ORBIT, or an involved `program like CHEML6, requires approxi-

mately 100-120 hours of full time effort. ,Thus the cost for author's time

would be in the range of $1000 for such a program. .The only other cost to

the department in the development of the program is CPU time, at $100 /hour.

In most cases this is small compared ta the cost of the author's tinge.

The major costs in a CAI program are terminal rental, at roughly $1500 .

per year per terminal, and student-generated CPU time. A typical calcu-,

lation (assuming five terminals, an average studenconnect time of an.

lhour a week, and an average 20:1 ratio of connect time to CPU time) fteldi

an estimated cost of $20,000 per year for a class of 100 students, or

roughly $200 per student. Obviously, if the cost remains at this level,

one must decide whether it is more useful to have the computer available,*

or to hire another faculty member (or two)1

448
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At present however, given the necessary funds, a willing and able

computer center staff and the continued interest of both faculty and

students, we plan to continue to work on the development of programs for

computer-assisted instruction.
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Appendix

Title

.7

1 Beginning portion of APL- program, CHEMLAB1.

2 Portion of APL program, CHEMLABl.

3' Sample execution of CHEMLAB1, part 1.

4 Sample execution of CHEMLAB1, part 2.

5 Sample execution of CHEMLAB1, part 3.

6 Sample printout of stored
C.

data from CHEMLAB1,

by program INSTRUCTOR.
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Computer-Generated peitable Tests
in Chemi try

by'Frariklin Prosser and John W. Moore
Indiana University, `Bloomington

The specification to students of performanc? (behavioral),

objectives, as has ioeen pointed out by Jay Young, is more commonly
(and - emphatically) done by means of examinations, .Examinations
should involve other aspects (self-evaluation, requirement of

/additional study, opporturity for orlTdital thought in applying
principles to real situations)1which are important in inducing

students to learn, In the large-scale classes common in many
universities (and to a majority of students in general chemistry)
such aspects of testing have been subordinated to the necessity of
evaluating a student's progress and comparing him with others,
This has come about as a result of lack of time and energy on the
Part of instructors in large courses, and because of a failure to
recognizi that such courses differ qualitatively-tits well as quan-
titatively from the clgssei of thirty to fifty taught in the "good

old days," The problem is, of course, readily apparent to students,
who often fail to find anything worthwhile in our systems for test-
ing, and therefore call-for the abolition of all grades, If the

only function of our examinations it to order students (to a
precision of four significant figures) from best to worst, such

calls probably ought to be heeded.

In this paper we present a system of testing which allows the
_instructor to overcome many of the drawbacks of conventional
testing without significant increases in time, energy or money being

spent, provided the system is u a four year period. (as with

any innovation, a certain activation energy must be overcome ini-
tially, but once begun, the system appears to have a negative free

energy change.) Although not a form of Computer-A2sisted
Instruction (CAI) in the defined sense of the term , this system

is a form of computer-managed (or computer facilitated) instruc-

tion3. For large-class instruction a computer is required to
handle clerical tasks, but there is no on-line interaction
between student and computer. This means, of course, that the

technological and economic disadvantages of CAI are eliminated.
It also means that the option of adopting the system lies with the
individual instructor, rather than the university or a federal

agency. The Recessary computer hardware is available on most

campuses and e can provide appropriate software to those who need

it. As will be demonstrated later in this paper, many of the
advantages of CAI are inherent in our system as well.

The system to be described consists of computer-generated

repeatab)4 tests (CGRT). Large numbers of unique but equivalent

tests are generated by a computer program which takes stratified
-random samples from an item pool and prints out,questions and

t. LI

a
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answers in a format appropriate to test taking and machine or
hand grading, Using this system students may be examined more
frequently, encouraTIniT them to kPep current and allowing a
better opportunity for self-evaluation. Students get immediate
(within forty five minutes) feedback since answer keys (ivluding
suggestions for remedial study) are provided as soon as the test
is over. Most importantly, the exams, because they are unique,
may be given repeatably, This allows the student to talsetest,-
discover some of the performance objectives he had, not t ht of
before,study or review to increase his marstery, and retake the
test. Thete exams have real pedagogical value, and much of the
trauma associated with testing large classes has been eliminated.

The.Computer Generated Repeatable Testing process typically
consists of fourstepts (l)" developing pools of test items, (2)
producing,tests, (3) administering the tests, and (4) scoring the
tests, The second and fourth steps are managed by computer, while
the execution of the first and third steps is strongly influenced
by the computerized nature of the process,

For each exam, the course instructor develops a pool of items
(test questions) which forms the data base from which,tests are
prepared, This is e rather formidable step, Our experience
indicates that one should have at least six to ten items in the
pool for each question on an exam to assure adequate variation on
the individual tests. An instructor planning to give eight exams
of twenty questions each should construct about fifteen hundred
individual items for his course, This work, although it .has the
advantage of being more familiar to most instructors than program-
ming CAI, is every bit as tedious and time consuming as it sounds.
It should be done prior to the first semester in which repeatable
testing is to be used in the course. Fortunately, the item 'pools,
once developed, are rather permanent, especially for the basic
coll4ge undergraduate courses that are the most likely candidates
for this computerized testing scheme. Only relatively mirior alter-
ations to the item pools are needed to accommodate other instructors,
changes of texts, etc., that may occur in subsequent semesters.
Further, textbook publishers often have compendiums of test ques-
tions for their popular texts, Reusing test questions semester
after semester, or 'even making the entire item pool available to
Students, is not a disadvantage under our procedure; and in faM+
is likely to be distinctly advantageous, since it is merely a
spenification of behavioral objectives,

Since items will ultimately appear on computer generated
tests, the form of the items must conform to the requirements of
present computer printing technology, Normally, items may con-
sist of upper-case letters, numbers, and the usual snecial
nhareo+ers available on modern high-speed line printers DiAFT.prm,

pictures and other graphic aids cannot usually foe printed directly,
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although the instructor may easily include these by providing the
student with a supplementary sheet of diagrams to accompany the
tests. Our,experience has been that such "handouts" are 'quite
adequate for presentation of structural formulas and other chemical
information not readily printed,

If the tests are to be graded manually, technology imposes no
limitation on the structure of the answer to an item, The test
questions may elicit objective or subjective responses from the
student, On the other hand, if the instructor wishes to use
.'mechanical grading techniques, he must provide for a single-
character response fnr Pach item, because of restrictions imposed
by the optical mark sense form readers usually available in
univPrsities, While this requirement may appeal" to be a severe
limitation, it in fact allows considerable freedom in the form of
objective test items. True-false and multiple choice items call
for single Character responses. Key-word, fill-in, and other
forms resulting in a definite numeric or symbolic answer may
easily be reduced to a single character response using the
following conventions In such a question the form of the answer
is indicated by a series of dots which includes one asterisk, The
student will construct his symbolic or numeric answer to the
question, and will record as his response on his mark sense form
the single character selected by the position of the asterisk in
the string of doti, For example,*, means code the third
letter or digit of the answer, *, means the first letter or
digit, and so forth, Students describe such alphabetically or
numerically coded items as being hard but fair. The student
cannot answer such an item unless,he has mastered the basic con-
cepts and vocabulary, Recall is emphasized; simple recognition is
subordinated,

In addition to the question part of an item, which the
student sees when he takes a test, each item also has an answer
part to allow machine grading and to provide information to the
student after testing. The answer part of an item may contain, in
addition to an answer character, any relevant information, such as
the full symbolic or numeric answer, textbook page references, and
other diagnostic aids for the student,

After the instructor has developed a section of his test item
pool, he will have"it punched onto punch cards or entered into an
appropriate editable data file system. To facilitate the selecion
of items for an individual test and to maintain order among the
large item pools the instructor classifies his items into sets,
the items within a set are given distinct unit numbers, and cards
or lines for the question Dart and the answer part of each item
are numbered serially. Usually a set will consist of those items
that test similar material,

L.
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The individualized tests are generated on a digital computer

using a computer program GENERATPR, Tis program reads the item

pool for a particular exam, checks the input data for proper

sequencing and correct format, reads information describing the

tests to be generated (number of tests, number of questions per

test, ett.), generates and prints the individual test, and punches

a small answer summary deck for use in mechanized grading, Each

test is individually numbered and has questions on the left part

of the line printer page and answers on the right, The item

identification numbers for each question appear in the answer part

-for reference. The instructor will of course separate the answer

part from the question part prior to giving a test to the student.

The computer program selects items for ,a test by randomly

choosing an.item from each set. The order of choosing sets is

also'randomized. No item is used more than once per test, The

digital computer is vital to test productions, since the random
item selection, formatting, and printing of large numbers of

individualized tests is beyond the capacity of nonautomated oper-

ations, The instructor may als assign weights (point values) to

sets of items, thus allowing hi to emphasize particular topics

or award points ,based on the -di ficulty of items,

The computer time required to generate the tests is very

small; thetime required to print tests is, however, substantial.

Typical times on the Indiana University CDC 3600 computer system

are about four minutes of computer time (of Xhich about 20 seconds

are for item selection) to generate 1,000 three-page tests, and

about three hours of printer time to print them, As we show later,

the total cost per test is about 5 cents.

The instructor decides for himself how and when to test his

students. He may give tests in class or at other scheduled times;

or, more flexibly, he may allow his students to choose their own

times for testing. A combination of in-class testing preceded or

followed by opportunities for student - scheduled testing appears

to be useful. Such options depend on the instructor's preference

and the availability of testing room space and personnel.

A student taking a test usually obtains an individualized
test (with answer part removed) and a mark sense form and specia]

pencil. He takes a seat in the testing area and immediately enters

on his mark sense from his student identification number (soda]

security number or other agreed-upon identifier), the exam number,

and his individual test number. The student then 'marks his answer"

on his test, and for each question enters the appropriate single-

character response on his mark sense form,' After completing a
test the student exchanges his mirk Sense form for the answk.

A ft
tie

,
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part of his individual test. The mark sense form is kept by the
proctor for later grading. The student, having the correct answers
in hand, can immediately determine his errors, and is stimulated
to improve his knowledge of weak areas.

The instructor or his assistant will, whenever convenient,
have the information on the mark sense forms transforied to punch
cards on an optical mark sense form reader. This step is required
to obtain a form of input acceptable to the typical academic comput-
ing facilitity; one can bypass this step if optical mark sense fOrm
reading equipment is attached directly to his institution's computing
equipment.

Scoring of the student responses for an exam is done by
computer using program GRADER. Input to this program is, the

answer summary deck punched by program GENERATOR when the tests
were prepared, and the student response cards derived from the mark
sense forms. Output of this program is a roster of student ID's
and test scores and a punch card deck of the high score for each
Student for this exam.

4)

As a followup of test scoring, we are developing an item
analysis procedure for GCRT. Since the item pools tend to be
reused many times, such an item analysis will aid in the detection
of defective test items and will assist the instructor in polishing
his item pool.

The test producing program GENERATOR and the scoring program
GRADER are written in Fortran. Virtually all acedemic computing
centers have well-maintained Fortran compilers that produce a
fairly good quality object code. We have several versions of the
CGRT programs: well-documented ANSI Fortran versions designed to
run on all commonly-available computers, and specialized versions
of GENERATOR for the CDC 3600 and for the CDC 6600. The special-
ized versions utilize CDC extensions of ANSI Fortran to decrease
the execution time dramatically by by-passing the repetitive
processing of format statements during test printing. Since
GENERATOR is completely output-bound, we anticipate that many
potential users of the ANSI Fortran version would wish to discuss
modification of the program with their systems people to take
advantage of local extensions to Fortran output facilities.

At first glance a procedure that uses a computer for test
preparation and for printing of individualized tests appears
economically unsound. This is very definitely, not the case. In
Tables I and II, which are cost analyses for the preparation,
printing; and scoring of 1000 three-page testp, we have attempted
to itemize expenses in a similar manner for both CGRT and the
conventional method. Therefore, the cost of a computer line

L
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printer and associated equipment has been treated as a separate,

entry, rather than included in general computer charges. We have

assumed that such expenses as the initial keypunching of item pools

are distributed.over four semesters,

The analyses show that both CGRT and conventionally prepared
tests cost about 5 cents per>test (exclusive of the instructor's

time required to generate questions). While the estimate for con-

ventional exams is fairly accurate, changing some of the assump-
tions in the OGRT-analnts"may alter the estimate by perhaps up to

two cents per test. so, under repeatable testing, students tend

to take more than one repeatable test over each examination unit.

In any event, the cost of repeatable tests is in the same range as

conventional tests. More important, the expenses of the CGRT process

are a very minor item in the cost of educating the student,

amounting to $.50 to $1,50 per student per course. This is inex-

pensive education!

The results of an attitudinal survey of about four hundred
students in chemistry 0105 atlIndiana University during the fall

semester, 1970, are reported as percentages in Table III. The

survey was administered shortly after the Christmas break, but

prior to the last repeatable.exal and the non - repeatable final

exam,

Some specifics as to the operation of CGRT in chemistry 105
are in order before the survey results are discussed. Seven exams
were given during the fifteen week semester. In each case exams
were made available at the beginning of a two-week period. Stu-

dents were allowed up to three "takes" of each exam, with only
the highest score recorded for the final grade. On'the deadline
for taking each exam the usual repeatable test forms were adminis-
tered in lecture class. A few students took make-up exams after
this date, but this was not common. Computer gradinewas
necessary because of the large number of exams being given, so
answers were recorded as single characters on mark-sense forms.
In cases where a question was ambiguous or incorrect answers were
suspected, students _used a "complaint sheet" to request additional
credit. Structural-formulas and other like information were
presented by means of "handouts" which were coded to correspond
with certain sets of questions.

With regard to item number one on the survey, the pressure
involved in large-scale testing is evident to anyone who has
walked into a room with 400 students'waiting to take a test. The
tension is so high that it often given seasoned teachers some
qualms. Its effect on students is, of. course, much greater.
Moreover, most of the students in such large-scaly-classes will

464
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not often be faced with making decisions under similar condi-
tions of stress, except while taking college exams. We feel
that removal of a portion of this tension is beneficial in that
it improves students' attitudes as well as providing a more
realistic evaluation of their performance and ability,

More than three quarters of the students polled thotight that
repeatable exams helped them to learn more chemistry, Only six
per cent felt that the exam system was of doubtful or no pedagogical
value, This is somewhat less than the number who had similar feelings
about the textbook. While student opinions cannot be substituted for
experimental data on the amount of actual learning taking place
(which we are in the process of obtaining) it seems quite clear-
that most students-axe very happy with the CGRT system. This.is
also apparent in th$ third statement where nearly eighty per cent
of the class agreed that the system offered an opportunity to
demonstrate their "real understanding"of the course material.

The fourth survey statement was included because students who
were the initial guinea pigs for the CGRT system during the 1970
summer session complained that they had too much incentive to
study and might therefore neglect their other courses in favor
of chemistry during a normal semester, It is encouraging to see
that during the fall semester most students did not feel that
unreasonable amounts of work were required by CGRT. Indeed, it
may be possible to include more material in a course without
student complaints when CGRT are used, That is, more efficient
learning'is taking place,

The next two statements (5 and 6) were included bemuse
cheating has always been a problem in large scale testing
situations, While the incentive to cheat is less with CGRT, it
still r0mains. The forms which cheating can take, however, are
different bonaose of the indiviqupli+y of the test forms. Tn cur
-'r ^-innee proper administration of the tests car eliminate all
forms of cheating (or at leapt all that have come to mind nr been
tried so far) except blatant collusion between two students iri
the-exam room. This latter can be detected easily by alert
proctors,

Statemen+s 7 and 8 in Table TTT indicate that most students
find the repeatable test forms useful as study guides (or behavioral
Abjec+ives). They also have the valuable experience of consulting
with their peers when +hey have a problem. They'are much more
likely to study together because the CGRT system pits everyone
against the computer, rather than every man for himself against
everyone else. Once a student has achieved an "A" he has an
"A" even if it turns out to be the class average. The ominous
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-"curve" is absent because performance levels are set by the exam

questions. If,these levels are met the.student gets credit
independent of whether others meet the same levels or not.

Statement 9 and 10 reflect two. other aspects of the CGRT
system, In a number of cases information was tested which had

not been presented in lecture, discussion, laboratory or the text-
book, That is, a few (relatively minor) portions of the course
were taught by means of repeatable tests. There are many aspects
of chemistry which lend themselves to this approach. For example,
simple stoichiometry problems; equation balancing, chemical sym-
bols, valence, and some aspects of descriptive ohemistry require
considerable (very unpopular) rote learning, One often'wishes to
bypass such topicb in lectures, and our experience indicates that
this can be done using CGRT, Students faced with such problems
on exams simply find someone who can explain to them how a certain
type of problem should be approached. Having learned this, they
solve it correctly on the second, or third try.

Statement 10 indicates that with careful framing of questions
a test restricted to single-character responses need not be picayune
in its approach. Of course, as with any type of behavioral objective,
there is often a tendency to emphasize details because they are
more readily specified. Nevertheless only about one-third of the
C105 students felt that the major emphasis s on details as opposed
tolgeneralprinciples, It must be reiterated; however, that 'the
CGRT system is only as good as the questions that are written for
the item pool. It does have the advantage that poor questions can.
be weeded out, but a large number of good, imaginatively written
questions must be available, These questions specify, to a much
heater degree than in the case of ordinary tests, what students will ,

study and learn.,
,

The last two statements in the attitudinal survey simple
reemphasize the success of the entire course. Although other
factors than' the exam system obviously affected these student
attitudes, the CGRT system was responsible for much of this
success,

Computer Generated Repeatable Testing works. "It has been
used in numerous courses for nearly three years at Indiana Uri-,
versity, and it is also in use at the University of Nebraska,
Illinois Institute of 'Technology, Tndiann Mlniversity-Purdue

University at Indianapolis, and other places, The mofliOd-ha.

beelenthusiastically used by instructors Of undergraduate courses
in such varied disciplines as psychology, chemiqtry, computer
science, economics, English, speech therapy, home economics,
accounting, and educatiory

'Us()
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4

In general, students have been highly satiefied with the
repeatable testing method. Their mood is one of alelime
rather than anxiety. They are relaxed during examine /as, and
their morale is good. The Ondergraduete counselling'units of
Indiana University have received numerous student oftments favor-
able to cGRT.

An unexpected result'in same of the CGRT courses has been the

A students' excellent performance'on'technical material not discussed

in class. Repeatable examinations appear:to provide a stimulus

and a *ay to master material typically neglected, by students in
conventional courses. Although we have only a little dita taken
under properly controlaid conditions, indications from several
common achievement tests given at Indiana University are that
overall student achievement in repeatably tested sections p higher
than in conventionally tested sections of the same course. All .

available evidence suggests that,a system of frequent and repeat-
able examinations providean excellent atmosphere for scholarly
activities of beginning students.

Ws hope that many readers will wish to try.OGRT or suggest
its usekto their non-computer-oriented colleagues. The computer,

programs and ample documentation are available from Franklin
Prosser.

I,;

.
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Table T. Cost Analysis of CCRT,a

ITEM COST'

Punched cards for itsm pools
(one-time expense)

'punch cards for student responses: . 1,00

$ ,40

1000 cards

Printer caper: 3000 sheets 8,30 .

Mark sense' forms: loo, forms 8.80'

Keypunching services for i+emtpool 6,50
punching (one-time expense)

Computer charges for teat production
and grading: 5 minutes at

16,7o
cabout

$200 per'hour
.

40

High speed line printer and,controller
rental ang maintenance: .at $1800
per month

Thtal expenses

6.00 to $19.00

$47.70. to $53.70

AVPRAGT COLT PPR TPSTI 4,8 cents to75,4 cents
.

fro- 1000 three-p tests

nr.rsted over :Pour semesters

rlitliana.Unisity CDC 3600 system

'CDC 519 printer system

yl
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Table III, Res'Ults.of Attitudinal Suriey

1, To-what degree do you feel that repeatable exams remove the.
pressure involved in achieving a good grade?

Very greatly 57,0096 Somewhat 13% Actually increase

Considerably 25,50% Not at all 3,00% pressure 1,50%

2, Do you feel that a repeatable exam, of itself, has helped you

-c)
actually learn more material? . .

Very<definitely 77.50% Don't really Doubtful 2;00%

Probably 16,00% know 2,0096 Definitely not 2,00%

3. The repeatable exam system gives me an opportunity to
demonstrate my real understanding of the course material,

Agree strongly 38:00% Disagree moderately 8.75%
Agree moderately 41,00% Disagree strongly 4,00%.

4, The repeatable exam system is just another device to get stu-
dents to do unreasonable amounts of work for the credit given,

Agree strongly 1,00% Disagree moderately 15,0096

Agree moderately 3,00% Disagree strongly 77.4096

5, A student shouldfeel less compulsion to . "beat the system"
when repeatable exams are used,

. Agree strongly: 45.50%. Disagree moderately 7,5096

Agee moderately 32,25% Disagree strongly 3.00'g
.

-
6, DO. you think it is possible to . "beat the system" when computer-

generated repeatable exams are employed?
Very definitely - 8,60% Wouldn't know 37,00 Very definite-

, Probably .31..0'0% Probably not 19,00 ly not 14.,00

7. Do you fi,nd that keeping the exams and using the answer key

serve as a, good guide to remedial study?
Very great help 86,00% No help Only confuses me 096

Some help' 12,00%* 2,0D% Worse than nothing 0%

8, Do you find that'discussing one another's exams increases
your mastery as well as bringing abOuta. change in your score?

Very much 71,00 Not at all 4,00% Worse than no
`SomeNhat 24,00% Only confuses me 1,00% discussion 0%

Q, The exams assume too much chemical information not presented
in C105.
Agree strongly 5,00% Disagree moderately 38, 50%

Agree moderately 28,25% Disagree strongly 19,00%
No position 8.50%

r' :
$.



10. The emphasis in C105.is on details rather than matters of.

general importance in chemistry.

Agree strongly 7.00g Disagree moderately 39.00%

Agree moderately 25.50 Disagree strongly 19.00%

No position 10.00%

11, Since taking C1057, my interebt'is chemistry has:,

Increased greatly 29.00% Remainid unchanged 21.50% 4

Increased slightly 42.25% Decreased; 6.25%

Terminated 1,0%

12. The C105 course as an intellectual challerige is:

Very great 12.00% Average Below average 4.00%

Above average 58.50% 24.50% 'Far below average 1.00%

9
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The Effect of Computers on the TeachinK of Physical 'Chemistry

By Morris Bader
Moravian College

Physical Chemistry is a subject ideally suited for interaction

with a computer. The course itself is an investigation into the nature

of things with emphasis on the laws of nature which lend themselves

to a mathematical analysis of natural phenomena. So, fox example,

the Clausius-Chapeyron equation tells us how the vapor presPure of a

liquid varies-with temperature; the Van Der Waal's equation tells us

,how real gases behave under extremes of pressure and temperature, .

and even such esoteric equations'as that of Schrodinger tell us how

electrons behave in atoms and molecules.

In the past; we college professors thought we were teaching

good chemistry by having the student plug numbers into equations ad

infinitum. Today, more is needed and more is now possible. It still

.
behooves a student to understand mathematics but we would also like him - , e

,

td understand the underlying concepts. Here is where the.'.comput,pr.
.

.

'plays a'most i4ortant:yole. The student, and advanced.a4ideht's%
.

.

at that, who may never know Kw to solve Schro04ngePs

electron density in a molecule might understAndth concepte%t.-,

- 'involved if he could be led to ask those questions whigh..explore

areas of such mathematical complexity that.tst:40did:be,senaelesS to

.purstie that route. The computer program HMOIA
1

A; written at Moravian

College for the IBM 1130 computer allows the:Student to ask.the computer

to 'construct a plot of the electron density a1odni2 atomsrat any

distance of separation, for any type of efeCtiOnoonfiguration. That

pictUre is worth a thousand lectures. On a course devoted to principles
;

one must always be On guard to balanqe the htaVy theoretical with the

manifestly pract4cal: ,
#

The laboratory is one place where gedagogicel breakthroughs can

be made with a computer. ir
a . .

st, routine calculations can be totally;

(eliminated. The impact a this .on the student' is amazing* It encourages
,

. .

the student to become more pieciie Iii his colleiCtion of experimental'

data because it becomes rather obViOua.when final resultsarecomputed
$

. .

(Ka
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where he has been lackadaisical. The student is also encouraged to

take more data since he knows that the tedium of calculations is

no longer necessary. For example, the program DERIV will accept

any type of analytical titration data such as pH vs mis, and automatically

plots the data, and then plots both the first and second derivative.

All instructors know it takes a student literally hours to plot one

run while the computer does this in seconds. Before the computer,

the tedium. of the plots completely counteracted the intent of the

learning situation, that is, a-student learned never to do a pH

titration ever again. It is not necessary to mention that DERIV can

expand the region of the equivalence point to offer mathematical

accuracy more than ten times to experimental limitation. So, nOt

only is tedium removed, but all necessary scientific ingredients also

improve. Occasionally, workup of lab data is so rugged an instructor

recoils from attempting such an experiment. An example of thii would

be the experiment in partial molal 'volumes of ltqUid mixtures. Weight'

must be corrected for air buoyancy, a pykliometer (liquid density

device) must be calibrated, densities and molecular weights must be

convected to concentration units, and a frightening list of other

calculations follow. The program MOLRV does all these calculations

and completes the job with the final plot of the mole]. volumes. While

it is expected. that a Student undeisiand the calculations and even

,how samples in his lab report, the computer emphasizes the scientific

aspects of -the laboratory.,
h,,

,-

.

.

Finally, we have the area of scientific research. Can a

?pe\r ";1',in 'A small college with a small computer hope to compete with

the giant bniyersities with their giant machines? The answer is a definite

21!

At, MoraVian College we have been Ole to do frndamvtal research
3

in.theMolecular structure of diatomic molecules. The program MOSTR
2,

accepti data from the infrared absorbtion Spectrum'Of a diatomic molecule

in the gas phase and computes'a number of molecular paraxeters in the

ground,.first, and second excited states including the anharmonidity

constant. This.program beet included in the review article
4

on.

1
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"Energy States of Molecules" as the state of the art. Such a

commendation acts as an enormous plus in an instructor's bag of tricks.

A set of 4 programs with research capabilities have also'been published

by this author
l

. These include an NMR Simulation, a Huckel Molecular

Orbital Calculation, and Atomic and Molecular electron density contour

diagraMs, all written for the small computer.

To summarize, physical chemistry can no longer be taught with-

out the computer as an integral part'of the subject. Hopefully,:with

imagination and perseverence other dis,cipiines might find themselves

in a similar. excited state. "41.

voi
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A HYBRID APPROACH TO COMPUTER ASSISTED INSTRUCTION

By

F. D. Tabbutt

Reed College

Portland, Oregon 97202

Although analog and digital approaches to assisted instruction

have complementary qualities, their presentations are not always

complimentary to each other. The analog computer users listen to

the new and old Methods of calculating and displaying digital

solutions Co the damped' oscillator with a certain superiority that

stems from the knowledge that they can do it so much more quickly

and inexpensively on an analog computer. The digital computer user

has a similar superiority when listening to the papers on analog

CAI, for he knows that although the analog medium is highly inter-
.,

-'active, the choice of problems is extremely limited. In fact, in .

this day of sophisticated electronics, the stone age image which

the analog patch panel presents whether it be time-shared or not,

is not likely to entice Very,many new members into the club.

These observations are not new. Many have seen and probably

expetienced them. Most people involved in CAI have recognized the

chasm and the sometimes wasteful competition between the two basic

types of computer instruction. Most have also been aware of hybrid

systems., wnich if properly designed can take advantage of the

superior qualities of both systems.. This paper is a report on
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.progress along the'next obvious step time sharing a hybrid

computer for instructional purposes.

General Objectives and Design of the System

The primary objective of thii instructional system has been:

interactive graphic flexibility in dealing with mathematical.

topics. To achieve this end the system was to minimize the need
,

for language format and programming on the part of the user, and

to maximize speed of response and graphic quality. Moreover, it

was anticipated that the bulk of the topics to be treated could

be represented by differential equations.

Theoretically, at least, the design'of a hybrid system to .

accomplish this is reasonably straightforward. First, the chity

of solving and plotting the differential equations is assigned

to the analog computer the obvious choice for reasons of speed._

and graphic quality. To the digital computer is assigne4:the role

of controlling the time-sharing, i.e., servicing the time-shared

terminals. However, to deal with any differential equations that , -

any user might specify, it will be necessary for each user.tp

have the analog computer patched to his specifications 'for hiS'

problem. ,Speed limitations alone rule out patch panels at,
,..,

)N,.
.

rminals; the alternative is an automatic patch Cord mechanism

or autopatch. Autopatch can 6e achieved with a lirge_numberc4f

high speed switches which are each under control of the digital

.,..-2

computer. At this stage in 10'e design, then, a user would have
4,

473

4,
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to write out the analog'program for his problem, look up the

switch addresses to implement it, and then instruct the digital

computer to close them. -This is messy and hardly meets the goal

of freedom from programming and language format. Fortunately,

there is another way.

Those who are familiar with the general
(1)

or bootstrap

method of solving differential equations with an analog computer

must recognize the mechanical nature of the approach: 1) isolate

the highest derivative, 2) integrate and manipulate uritil all
s.

terms equal to highest derivative have been generated, 3) close

loop, 4) set initial conditions. Given some specific complement

of analOg components and the switchahs between them it would

seem quite feasible to have the digital computer step through an

algorithm to determine what is to be connected to what and then,

with the control it has over the switches, to make the,proper

connections. In summary, then, if we have the autoprogramming

capability just described, and the autopatch capability described

earlier, it would then become a.simple task to have the digital

computer recognize an alphanumeric statement of a differential

equation and solve it-on the analog computer.

However, there yet,remaiir two hurdles to be cleared before

this system is, theoretically at least; complete. Parameters must

be adjustable for each terminal. There -are a pumber of ways of

doing till's. Potentiometers can be arranged at each terminal and

Switched'in and out as dictated by the digital computer controller.
ti
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Alternatively, servo set pots at the computer could be controlled

by the terminal. Yet, for operation at speeds which the modern

analog computer are capable, e.g., 0.2 msec initial condition,

1.0 msec operate, neither method is satisfactory. The phase

shifts in remote pots attendant with frequencies to be expected

at these speeds (%1O KHz) void the former possibility. The

sluggish response time at servo set pots eliminates them. Since

autopatch requires so many coefficient devices, we can only

realistically consider timeisharing coefficient devices which can

be set in less than 0.1 msec. Such coefficient devices do exist:

they are digital to analog converters capable of multiplying an

analog variable. We will call them MDACs for short.

Finally, there is the annoying, albeit important; require-

\
went to communicate user desires to the digital computer. K

keyboard would, be the simplest way, but a character generator which

would enable a display of the statement of the equations is required.

A stroke generator with analog output would be preferable'to be

compatible with the output from the analog,.computer.

An overall schematic of what has just been descfibed is shoWn

in Figure 1. The hardware and software details of this system are

described in the next section. Following that is a,sectiOn which

summarizes the system and points to some uses.

4 SJ
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The Construction of the System

Autopatch

Several methods of autopktching an analog computer have been

proRosed.
(2-5)

More sophisticated approaches have'been a telephone-

like trunking system to reduce the number of switches involved.

Without trunking, the number is simply the product of the number

of inputs (1) and outputs. Since in analog computing' there are

about twice as many outputs as inputs about 21
2

switches are re-

quired. Sophisticated trunking can lower this at best to
1.5

However, if one deals with a small number of analog domponents;

s4. 15, then if all outputs can be connected to,all inputs only

450 switches are required. Furthermore, if coefficient deitices

(MDACs) are dedicated to each output so that they need not be

counted as a separate component, the 15 components can represent a

respectable computing. ability. In fact, with the 18 components

shown in Figure 2, it was felt tnat we would have a reasonable

start at autopatch with the capability of solving the usual range

of equations to be encountered at the freshman or sophomore level:

4
Furthermore, the )ob of the programmer designingNte autoprogramming

feature was simplified by avoiding the added complication presented

py trunk networks between output and inputs. Consequently, as
/.

.shown in Figure 2, all outputs had direct connections available to

all inputs which is the method used by Howe,'et. al.
(5) Thus, our

initial autopatch system contains five integrators, three multipliers,

one divider and tnree summers, and thirty,MDACs connected together
. .
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by 540 switches. A thirty7first MDAC sets initial conditions.

A great deal of effort went ,inta the design of the analog

switch. It had to have a low phase shift (<.056' at 10 KHz) for

acceptable accuracy in high speed analog computation. Furthermore, .

when the switch was open, less than .1% could feed through at 10" KHz.

The switch, which as finally used, is shown, in Figure 3. It has

1

a primary and a secondary memory in the quad latches that control

each switch. ConSequently, while one problem is running, the digi-

tal computer can be setting the quad latches for the next problem

and when the time comes the computer can set all 540 switches in a

single command. The switch and the series resistance are adjusted

to an accuracy of 0.1% so that all outputs go through switches

directly to summing junctions of input amplifiers. The summing

capability of such a scheme guarantees that we.have,in fact, a

summing capability which is greater than the three summers would

lead one to believe. The switches are 'assembled in groups of six-

teen on a single printed circuit card. These sixteen-switch cards

are inserted in a card cage along with communication cards which

control they and the whole assembly is then motnted on the front of.

the patch panel which is dedicated to Autopatch.

With the advent of tffe MDAC, the last moving part in the analog
.

computer is replaced. That is, we c now take ful1 advantage of

the tremendous analog speed.- The MDACs used in this system are

simply an array of precision resistors with solid state switches:

The ones used in this system are bipolar and have 12 bit accuracy.

sa

t
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They are double buffered, i.e., ey have a primary and secondary

storage, so that.like'the swit they can be prepared for the
Vs, ,

next problem while the preseht oneis running and then all set with

a single command.

We, therefori, have an autoplIch system in which a problem

can be patched and the coefficients. set in two commands,or about

20 p seconds with a Nova digital computer.

Character Generator

The character generator is bastally,an analog function

generator for the X and Y axis. As shOwn in Figure 4a, inputs of

+, 0 or - reference voltages can be switched into an integrator

during the period of a clock pulse to generate a negative ramp,

k.

horizontal bar or a positive ramp respeitively. A sequence of 32

clock pulsesfrattivates-in turn 32 different control lines and then

repeats. The 32 control lines are connected to a gated decoder for

.X and Y and the X vs t and Y ve t patterns shown in Figure 4b are

C,!

obtained. An X vs Y plot produces the image shown in Figure 4c.

The intensity or Z-axis sequence will determine which stroke is
.

unblankod and thus what the character will lodk like. The z axis

sequence is produced as follows. The 32 control lines mentioned

above also each go.to an array of 32 gates which are "Anded" with

the output from a read-ohly-Memory (diode board). The read-only-

memory is activated by a seven bit ASCII string from the digital

computer. Two eight bit strings are required,to set. the DACs for

...

i;
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. the X-Y position of the character. Four mbre bits, control the foui

switches for input/output impedances of the last operational ampli-

fier. Thislinables the digital computer to select 16'character

sizes and the spacihg will be automatically adjusted. The digital

computer need only devote the time reqt.iired to send two command

words (ti40 u seconds for the Nova) to pioduce a character. The speed

with which the character is generated then depends on the clock rate.

Characters can be generated as.quickly vs 32mierosecOnds ()r MHz
. .

re-.
rate) although for a storage oscilloscope display 0.64 milliseconds

(50 KHz rate) is the fastest rate pdssible for stoiage. At present

one characterigenerator services all terminals:

Interface

-The details of the keyboards - CRT - analog computer (AD/5) -
}

Character generator - digital computer (Nova) and analog switches

,interfacing are summarized in Figure 5. Two interfaces' (I /F) are

mounted on an accessory card inside the Nova computer. The 32 bit

I/F effectively controls what theuser will see whilethe 12 bit

I/F brings inthe data from the keyboards. In addition to the 27

of the 32 bits identified in the character generator section, four

are for the address of the terminal and one is an erase pulse for

the storage oscilloScope. The character generator has an analog'

and a logic switch system to determine whether the X, -Y,',and Inten-

sity signals come from the AD/5 or the character generator% A \tin

COMM from the Nova sets the switches for character generator

46.1
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outputs, otherwise AD/5 outputs go ihrough. After the Erake

.r-
copman0 hks,been given nearly, 0.5 second i$ Aquired before the

storage oscilloscope can be used again. Busy Is an incoming bus

from d flip flop in the oscilloscope which is,high,only during this

a

interval. The Nova can then test the Busy bus periodically rather

than use computer time to count the 0,5 seconds. The selection of

the terMinak, with access to the,Datk bus occurs as follows. When

4 afar has a character 'loaded into the keybbard register, then the

,next time the 50 KC, Line Available bus is high that terminal will

stop the Line Available signal at the'NoVa and then clock out the

,seven bits on the Data bus until the software sets Done at which

time the: Line Aviilable is activated again.

The interface between the Nova and the AD/5 has a powerful

communication linkage. It is this interface which sets the MDACs.

Moreover, a cable containing 16 data,lines and 6 command lines
1

.
.

cohriects this interface to the atnay of analog switches. The'

5 .

'switches-are set with a 'serial bit string at a cost of one bit/

switch, Thus,,once initiated, each digital word sets 16 switches.-

'.Text and an unexpected audio dividend

/)
0

While the terminal has tne.grAphic capability to displIty text,

at a cost of 2 digital words/alphanumeric character, the 8K memory

of the Nova will allow only a limited amount of text to be stored

in core Yet it would be helpful if an instructor could compose

a CAI lesson which would consist of passages of text alternating *

)

R

1/2
I 41
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with computational computer graphics under control of t4e user,

However, as,414 library of these lessofis increased in number it

was clear that they could not all be available from-core.

An alternative was to record the text on magnetii tape cassettes.

Each terminal would then be provided with h playback device. When

the 'Cassette recorder is connected to the keyboard and playback

.initiated, the digital_iniformation,coming-fromthe tape' appears to

the Nova as a very rapid typist. The magnetic cassette has.large

storage capability sa that any number oflessons could be maintained

in a library. All a student need do p pick out the cassette with

the desired lesson and fast forward to the counter reading where

-the lesson begins.

The cassette player is a commercial device Which has dual

channels for stereo use. One channe.1,is committed.to digital in-

formhion which still leaves the other for audio. This unexpected

dividend makes it possible for the CAI lesson to have graphic and

audio presentation simultaneously for little additional cost.,

Hardcopy

A useful, although sometimes expensive, feature of a graphics

terminal is the ability to give hard-topy. This can be done in a

straightforward manner with the circuit shown in Figure 6, The

circuit samples.arepeating analksignal and slowly moves the

sampling Imindow across it without ever affecting the speed of the

systervit is sampling, By doing this to both X andY coordinates

4
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it is possible for an X-Y recorder to record in several seconds a

graph which has'been calculated in 1 Msec several thousand times.

The hardware for this'sampling system is available on the4AD/S and

can be permanently patched on the Autopatch panel. Presently there

is a single same Ling bus on the system and a single 1-Y recorder

that can be used at any terminal.

Software

An important, if not crucial., spect of writing the software

for the system was the ability to write it on cards to simplify

editing., This was particularly true for the Autoprogramming section.

However, our Nova only had a teletype-paper tape input. Accordingly,

some time was spent initially writing an emulator for the Nova on

the IgM 1130 which resides at the Reedc&llege Computation Center.

Thus virtually all programs were written and tested on the 1130.

Only then were the, cards converted to paper tape and loaded into /

the Nova.

An overview of the software is given in Figure 7. There are

.zeeffectively two different functions being performed by the CPU

#

with buffers as a link.

Confider the following example. Suppose that Control is

having Autoprogram.work on someone's prOblem when someone at another

terminal depreises a keyboard key. This causes a Control.Interrupt

due to a.chafacter ,coming in. This is the highest priority so

Control pauses while the character is entered iuto the 200 word
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L/

Character buffer allocated for that terminal; en Control resumes

its job. Wh4n the character stream for enteri g,the problimby the

user is complete, he depresses a control re), ollowed by A. The

next time that terminal is serviced the characters in the Character

. .

buffer will undergo an Autoprogram. When the Autoprogram is co ?-;

pleted the Character buffer now contains the -autopatch switch settings

and the buffer is transferred to.a 150 word Plot buffer for that

terminal. Control tffen requests the .terminal user to assign values A

for each coefficient identified in the problem. These inputs are

identified`by the control key followed by C and are entered in the

Character buffer. When Coefficient sees that all coefficient have

beed given a value it stops asking, transfers.the buffer to the

t Plot buifeT And awaits a run command. The user ,initiatesthiS by

depressing the control key followed by R. The next time Control is

interrupted by the AD/5 signifying that it is ready and .it is-the

turn for this terMinal., the Plbt buffer will be transferce/ d to the

AD/3 and then a command given to computer. The run command can also

cause Reset to clear both buffers for thatterminal.

I

4Summary

A hybrid CAI system has been described which has the inter-

active capacity'of a digital computer and the speed of an analog

.

computer with an audio capability thrown ih. It would appear that

.

such asystem offers great potential. It can service a large numbeY .

4

of users solving any number of differential equations at a speed

Lf -
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which has not been achieved before: This hybrid time-share system

/is a small step in a direction $0411 could lead to a fruitful

partnership of dig4tal and analog techniques.

It is.too early 0 tell at this writing what combination,of

'text,. graphics, and audio is best. It is too early to say how

,

effeCtfve this systemwill be as an instyuctional deVice. Specific

..examples :of the4.use of the system will be given at the presentation

Of'
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Laboratory Simulation and CAI: A Rationale

I

M. T. Muller

Computer Based Instructibnal Systems, Inc.
Austin, Texas

A

Introduction

The use of computer modeling and simulation during the past

twenty years evolved initiallythrough military applications such

.as war gaming and human operations systems research efforts.

Within the past ten years heavy emphasis on the use of simulation

for training purposes in the space flight program has resulted in

the development of sophisticated instrumentation that was designed
O

for computer compatibility for real time applications. The

0 resultant "spin off" of many of these simulation techniques and

associated devices have been of a major benefit to commercial.

incipstry in adaptation to in-house training programs. Examples

of the use of simulation arc the lunar module flight simulator

which allowed the astronaut to achieve a high degree .of flight
V

proficiency before the actual space flight.

Despite all of the progress achieved within the space program

new innovative techniques in chemical education have been limited
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to traditional use of multi-media and more recently to computer

based instruction. There a bright note in this because many of

thek-simulation techniques so successfully used in the space prOgra.rn

can be usefully translated and applied to the field of laboratory

instruction in chemistry. The puilpose of this paper"is to discuss

..`in some detail the practical aspects of the use of computer based

simulation (1) in undergraduate college chemistry laboratory

instruction. The major objective of any teaching technique, be it
.traditional or innovative, is to make student learning a more

meaningful and enriched experience in education.

Laboratory Simulation

It is commonly accepted that the role of laboratory work

in undergraduate chemistry courses is to provide the student with

opportunities (a) to use equipment and gain some detree of exper-

ience with laboratory techniques, and (b) for decision-making

based on experimental data as wellas for manipulation of these

data. Thus, a technique ;nay be taught in the laboratory and then

belaboredapparently endlessly--to show the student liow it may

1. A definition of computer simulation is quoted from
"Computer Modeling and Simulation" by. F. F. Martin, John Wiley
and Sons, New York,. 1968, page 5 as follows:

A computer simulation model is a logical mathematical
representation of a concept, system or operation programmed for
solution on a computer.

ir,,t1
1r
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be used to.obtain experimental results directed toward a variety .

i
of ends. For example, it is not uncommon to have students do

$

acid-base titrations, equivalent weight determinations, oxidation-
,

reduction titrations, complexometric titrations, analyses of

various elemerits using titration, and methods analysis of biological

systems. All of these experiments involve a basic titratiozHech-

niclue, yet the student might spend numerous laboratory periods

(in different courses) doing essentially the same thing, but for a
....

-slightly different reason each time. Similar situations exist in

teaching many different experimental techniques.

Direct laboratory involvement is necessary to acquire
,

manipulative experience; however, corriputeii methods can be
/ \

*

devised tp provide experience in computational problem souring,
...

.1

r.

.decision- making and in the manipulat ion of experimental results.

Furthermore, one of the characteristics of a university education

is tcs develop the ability to interpret trends and concepts to bolster
4N,*

one.'s intuition during all of the above processes.
1

The logistics probtlems associated with laboratory instruc-

ton often impose an artificial constraint on the type of experiments

that can be performed by the student. Laboratory instruction in

e
,, vlany chemistry courses has not kept pace with the theoretical

conceptl introduced in the corresponding lecture portions of the

same course for several reasons. First, the number of students

1.

I . t
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involved '-ias increased to the point where use of physical facilities

must be severely restricted to accommodate everyone; schedules

are. crowded and logistics dempnd that experiments must be per-

formed which require no more than three,to'four hours of laboratory

time - -a very artificial situation in the real world of chemistry.

Second,, funds are not generally available for the costlSr equipment

required to perform experitSents which would illustrate the more

sophisticated concepts taught in the lecture portions of the course.

Third, many experiments, although simple in principle, require

several periods for their completion and canpot be performed for

lack of time available to the student. The lack of time can often

be traced to the factors described abode and /or the idiosyncracies

of the student's schedule.

Experiments Requiring Complex Equipment

\Fa rly in their careers many students are capable f handl-

ing the results of experiments which require apparatus too complex

for their manipulative expertise. Indeed, to acquire a working

k-howledge of much of the apparatu'vused to obtain results which
if d,

t . .
are commonly quoted in beginning science courses would 'require

more time than is available; such experiments suffer the additional

disadvantage that the equipment is usually available only for
c

research purposes.
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Emission spectroscopy is I vary good example of an area

from which modern general chemistry courses draw considerable

material but'a representative experiment is not usually included

in the laboratory portion of the course. It is now possible to simulate

a spectroscopic experiment using` computer techniques (2) which

can be performed in a relatively short time. With such a program

available, early in his career,, the student is required to underatand

the principles on which a spectrometer works, make decisions

concerning the data collected, as well as the ryisner in which thef

data will be treated, without becoming involved in the (often

idiosyncratic) vagaries of the operation of a spectrometer. 1:)1

sumabIy, the student will be exposed to the latter in a more a4vanced

laboratory course when and if this experience is important to his

professional szlvelopmEnt. Many classical experiments in the

s.iences can be placed in this category.

Time-Compression or -Expansion Experiments

Cpmputer techniques are now being used to simulate experi-

n-ients which take either unacceptably long or very short periods

of time to perform. For example, there are many kinetics experi-

2. A coirse in spectroscopy has been programmed and
demonstrated at the University of Texas at Austin on the IBM
1500 system by Lagowski and Castleberry in 1968.
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ments that require relatively simple equipment,(which is accept-,

able from a financial standpoint for large numbers of students);

however, these experiments require periodic sampling for 10 to 24

hours which is unacceptable ina class. Experiments involving

radioactive substaned also fall into this category; in this instance,

the cost of equipment as well as the time available to do the experi-

ments can be simulated using computer techniques and performed

on a more convenient time scale. Thus, computer simulation can

be used to compress the time required for an experiment that might

take several days, or expand time for an experiment that might

take only a fraction of a second. A good example Of this type of

simulation is the Millikan Oil Drop Experiment. In either case,

the experimental data Could be handled by the undergraduate student

even though the manipulation of the apparatus and/or the detailed

planning of the experiment might be beyond his capabilities. An

additional benefit arises from the ability of the student to process

raw data rapidly when he attempts to fit such data to theoretical

Advantages of Computer Simulated Experiments

Computer techniques judicially used in conjunction with

live experiments can lead to a 'more meaningful laboratory.,

Actual laboratory time can be gained if simulated experiments
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are used in place of live experiments which are performed repeatedly

to gather data on different systems for decision making puri)oses;

the time saved canioe used to expose students to experiments which

normally could not -be performed. Using simulation, students

can be exposed relatively sophisticated experiments early in

, their tra mg. In addition, some experiments can be extended

into ar as that would be impractical in a real laboratory, because

. -the exile iments are hazardous and/or the equipment too expensive.

Examplesothis .include: a series of individual simulated

experiments taken,by students at the University of -Texas served

as a vehicle for demonstrating the unity of experimental work

directed toward a given val.. In the chemistry laboratory, simulated

experiments involving qualitatiye analysis, certain qualitative

techniques, molecular weight determinations, and spectroscopy

were 'organized for the purpose of identifying and characterizing .

unknown substances,. An,attempt do this in actual practice would

undoubtedly involve more time, equipment, and space'than would

be available in a normal laboratory course. However, the equivalent

in computer simulated experiments was accomplished in several

afternoons. Indeed, it is predicted that in the evolution of these

techniques future laboratory courses will be developed which incor-

?orate a subtle blending of real laboratory experiments and computer

simulation to the point where the student' will at times feel the two

are inseperable:

'14

4n.
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Finally, it can be expected that considerable savings in

terms of space, equipment, and expendable supplies wa'uld accrue

from laboratory simulation techniques: COmputer simulation can

be used to advantage to alleviate many problems associated with

laboratory instruction of relatively sophisticated material to

A large numbers of students.

Computer Control of Experiments

The nature of experimental work 'in' modern chemistry is

being greatly influeincea by the development of computel.asystems

that can intervene directly in real time with the course of an

I experiment. It is now possible through Computers to collect sev-
41,

eral kinds of data virtually Simultaneously, process the data in a

standard way, make a judgment (either by the experimenter or the

computer) of the results, and intervene in the experiment while it

is still in progress. Siich applications now are common in industry,

but.the undergraduate' junior or senior in the average advanced

laboratory course knows virtually nothing of such computerized

data collection techniques. The development of computer controlled

(or monitored), experiments for use in advanced undergraduate

laboratories .1S but one of the newer capabilities urgently needed.

....SeAferal years of experience obtained in the application of

computer based techniques in general chemistry and in ciztganic

f

J
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chemistry strongly suggest that these methods could be suc-..

cessfully applied to every level of instruction in technical and

vocational courses. A description of the individual modules

developed for introductory chemistry courses by Computer-Based

Instructional Systems, Incorporated,is shown in Appendix A. A

discussion'of a typical example of the use of simulation techniques

will now. follow.

PHOMA (See Appendix B)

f. This module is a simulated experiment in th(e use of spectro-
photometers for quantitative analysis. The procedure is based upon\
that described in ASTM, Pak 32, pp 78-80, May, 1965. Essentially
the experiment requires that the student demonstrate he is familiar
with the outlined procedure and then collect and analyze data as if
he were in a real laboratory environment. The students',results ,
are then examined for accuracy and recorded through the use of
a sister program, PERMA. It will be necessary to assign each
student an "unknown" number. The "actual" value of the unknown
sample wilL be based upon the number assigned as follows:

Any number less than: ToMn

1000 0.017
2000 0.41
3000 0.35
4000 0.49
5000 0.62
6000 0.75
7000 1.25
8000 1.45
9000 0.82

A random experimental error is generated to avoid total duplica-
tion of.results.

A typical student interaction follows. (Student input is
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capitalized and underlined!for clarity.)

Your friendly CBIS chemistry tutor bids you welcome.

Please enter your student number ?

Thank you, Mark

Which of the programs d in your index would you like to take
today? Type in the name of your 'choice? PHOMA
The Spectrophotometric Determination of Mn in Steel

Have you read the experimental procedure? YES
Good...whdt is the maximum percent of Mn that is suitable for
this experiment? 5

O.K., swell...at what Wavelength in miiiimicrons will measurements
be taken using the spectrophotometer? 545

Great...we are on the same wavelength...what is the substance
that imparts color to the solution that is analyzed spectrophoto-
Metrically? PERMANGANATE ION

Mighty fine.. ,I really believe that you are ready to'perform this
experiment...

Now please, enter your assigned experiment number? 1500

What weight (ita grams) of 99.9 per.cent pure Mn do you wish to
dissolve 111 hot HNO3 in-preparation of the standard? 2.0
---you are out of the optimum range for preparing the standard
front pure Mn. . Pleas.examine the experimental details and '
answer again....
What weight (in grams) of 99.9 percent pure Mn do you wish to
dissolve in but HNO3 in preparation of the standard? .5
Fine...the sample has been dissolved in a minimum of hot HNO3
and allowed to cool to room temperature. To what volume (in ml)
do you wish to dilute this solution? 100

The concentration of solution 'A' is now 5 mg Mn /1.00 ml.

What volume (in ml) of solution 'A' do you wish to dilute? 1

To what volume (in ml) do you wish this aliquot diluted? .150

r"" e

el.) 4, .e

1/4
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*****Your standaid solution contains 0.0333 mg Mn/1.00 ml:

You might want to check this calculation at the conclusion of
the experiment to verify my results

i .

Very good... now i will take whatever volume of this standard
you would like, add K103, dilute to 50 ml, heat for 30 minutes to
develop the color and allow to cool to room temperature.

4
Now please enter separately 5 volumes of the standard lution.to
be so treated... .

Calibration solution volumes:
#1. ? 5

#2. ? 10
#3. ? 157*-N
#4. ? 25/ .. I
#5. ? 30

Thank you... the solutions hai.sebeen treated to develop the color and
analyzed. spectrophotometrically.
been *obtained: ..

Solution --- Absorbance

The following absOrbances have

is

***** # 1 -- -0.21
* * ** # 2 ---0.33 x

***** # 3 -- -0.47
***** # 4 0.71
***** # 5 7-0.87

*****The cell correction for absorbance is found to be 0.03

O.K., let us now gather data about the unknown sample'.:.
*****weight of steel sample beaker = 3.0321 grams
*****weight of beaker a 2.5916 grams

At

I have now prepared the unknown sample for analysis and diluted it
to 100.00 ml as is described in the experimental procedure.

what volume (in ml) of this solution a you wish to use as an
aliquot $

*****sample a :iquot ? 10

To what volume (in ml) do you want to dilute this aliquot...

***''''sample dilution? 50

i......,.. 1
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The diluted unknown sample solution has been analyzed with a
spectrophotometer...

***** the absorbance of the sample solution is .0.29
***** the cell correction for absorbance was found to be 0.01

Determine the percent of Mn in your sample. 'When this is completed,
login with program 'PERMA'. I thank yekindly.

The students' experimental results are then checked by

the following progra.m.

PERMA

In the program, the student ent ers:
1. 1-1).s assigned experiment number
2. Plot or ratio dete,rmination

3a. Mg of Mn from the curve, or,
3b. Corrected absorbance of the Unknown sample.,

and if 3b.,
3c. Ratio: mg Mn::absorbancy
4. Sample aliquot
5. S&mple dilution
6. Sample weigI1t

A check of the students' calculated percent 'and actual percent,is
then performed and the results output to the student. This includes
a theoretical "grade" based upon:

Difference: Cal'c & True % R, Grade
< 0.021 A

< 0.051
< 0.11
< 0.15
> 0.15

A, sample student interaction follow.6.

Your friendly CBIS chemistry tutor bids you welcome.

Please enter your student number? 2
Thank you; Mark

Which of the programs listed in your index would you like to take
today? Type in the name of your choice? PERMA
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Welcome back...
Enter your assigned experiment numbet? 1500

Did you determine the percent of,Mn by:
1. plotting absorbance vs mg Mn/50 m1
2. ratio of mg of Mn to absorbancy

Please answer by number. it

?2
Complete the following:

***** Corrected absorbance of sample = ? .28
***** Ralio: mg of Mn::absorbance - ? 1.20
***** Sample aliquot (ml) - ? 10

4 1***** Sample dilution (ml) = ? 50
***** Sample weight (grams) or ? .4405

.

Well now, I calculate your percentage as 0.381 and the actual
percentage.of the unknown is 0.41, Not bad, not ba.d at all, old
cold hands, for if I'm scoring your results, your grade B

Thanks for being here, partner...

It should be emphasized that although this paper may appear

to be cast in a static context, the state of.the art is rapidly changing

because innovations in hardware and software are characteristic

of computer technology. Experience in using computer-based
..

.

instructional modules is being gained continually with larger and larger

groups. The amplification and daily acceptance of these innovations

on a broad spectrum of subjects is a goal that is within sight and

will become a reality in time. How rapidly this will be accomplished,

one cannot say for change in education is a slOw evolutionary

process that is tempered with caution and conservatism to An

extreme degree. The final decision for acceptance will rest with the

educat or be it good, bad or indifferent!

-

.,



Module

1. MET1

2. MET2
V

3. TEMCO

4. DECA L

5. PETEL

6. GAS1

7. GAS2

8. EQ BA L

9. FORM1

10. NOBIN

11. NOTER

12. NOANE

13. QUAVE

14. NOGEN

15. COPRO

16. PHOMA

17. PERMA

18. BLEAP.

19. PERCH

20. GRAVE
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.APPENDIX A

Area Mode

The Metric System Drill'

The Metric Sr:hem Applied Drill

Temperature Conversions Drill

'Density Calculations . Applied Drill

Percentage Calculations Applied Drill

The ,Gas Laws

The Gas Laws

Balancing Equations

Formula Writing

Inorganic Nomenclature

Inorganic Nomenclature

Organic Nomenclature'

Organic Nomenclature

Organic Nomenclature

Colligative Properties

Instrumental mrysis

Data Check o PHOMA

In'strumental Analysis Simulation

Simulation

Applied Drill

Drill

Drill

Applied Drill

Applied Drill

Tutorial, Dr ill

Exa mination

Applied Drill

Simulation

Simulation

Data Check of BLEAP

Quantitative Analysis Applied Drill

I

11t

'44
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APPENDIX C

A Pa'rt'ial List of Institutions Utilizing Laboratory
SimuIation Techniques

Institution . Developer(s)

University of Calfifornia at Santa Barbara Ewig, Gerig, and Harris

Smith College Fleck

The University of Texas at Austin

Carleton College

Castleberry, Culp, Lagowski

Child, Finholt, Ramette

University of Oregon Klopfenstein, Wilkins

University of Pittsburg Johnson Irs

Washington State University Willett, Breneman, Kiss ler

College of St. Elizabeth Sister Callavan

Xavier University Corrington, Marshal

N. Carolina Educational Computing Service Denk

Fairmont State College Swiger

Florida State University Mellon, Dence, Graham

University of Illinois Smithttt

r

Ca ...I....4

*.
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USES OF COMPUTERS IN COMPENSATORY COLLEGE-LEVEL SCIENCE EDUCATION

by

Ralph M. Deal -

ChemistryDepartment
Kalamato9 College

Kalamazoo, Michigmn

INTRODUCTIONt COMPENSATORY EDUCATION AS A CURRENT HIGH PRIORITY
NEED IN HIGHER EDUCATION.

Most current interactive. uses oficompUiers in programmed
learning are tdo expensive to use on a scale larger than research

or developmental. One area where the use of a compute& terminal
by a student or a small group of students to develop specific
concepts and skills is economically feasible is compensatory
education. I am referring specifically to most institutions of
higher learning in the United States bringing black students and
spanishspeaking students into their freshman class although these
students do not meet the usual entrance criteria.

For the most part, these institutions have felt that they
have done their part to combat institutional racism by confronting
their usual white students with the presence of black peers,
Unfortunately, these new students are'not academic pee , They

come from educational backgroundsAn which proper pre al ration for
survival in the university or college is not possible. These

students then do poorly in their classes, reinforcing the biases
of white students and black students. "Liberal" professors who
give underprepared students higher grades than they deserve are

"compensating" in a way'damaging to those students, Increasingly,

colleges and universities have come to realize 'the failure of their
current programs to meet the educational needs of underprepared
students and are preparing to either (1) give up accepting students
who do not meet the usual academic requirements (especially, entrance
tests such as SAT) or to (2) commit a sigmificantly larger share
of their institution's resources to preparing the new, illequipped
student to compete favorably in regular classes. Since this is
a new task, no one is sure how best to provide the required "com-
pensatory education". Certainly one method worth exploring
extensively is the use of highly individualized learning prOgrams i
with some way of pushing each student to use all his resources to
solve problems in a wide variety of situations and, at the same
time, suppo'ting and encouraging the student iith a high success

rate. This is probably best done with a combination of proctoring

51.,3
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by sensitive, knowledgeable, self-confident peers and a series of

programmed unite ideally adainistered. through a computer. The

course structure developed by Fred Keller and applied to many

disciplines (including physiOs at the Education Research Center

at MIT and at Portland State University) seems appropriate.

ADVANTAGES OF A COMPUTER IN COMPENSATORY EDUCATION,

What is required is a way to achieve the very difficult task
of taking a student back over skills he has been exposed to and
feels he knows, show his where he needs to rework his knowledge
and skills and let his knee when he has mastered them, all in a
few aonths during which his suburb-trained peers are progressing
through courses he would find very difficult to pass.

The coaputer has several advantages over programmed textual

materials here: (1) The student cannot cheat (himself), (2) the
,time taken for each frame can be used to puth the stlident to work

faster, (3) detriled records of student performance can be used
to ikprove the program through continuous modifications. From my
experience, well-written programmed materials are frequently not

used effectively by students who are suspicious of the nit-picking
habits of actadsaia and' accept too easily their own answer as
equivalent to the correct response given in the text. Of course,

the computer is, at this stage in the development of CAI; not
going to recognize an original Valid response the first time it is
encountered, any more than a programmed text. However, with a

sufficiently flexible learning systea and a dedicated
staff (programming in both coaputer and educational sense
personal response can be made to the student giving original
insightful responses and the computer programs can avoid the

rejection of subsequent sililar responses.

HISTORY OF A COMPUTER AUGMENTED COMPENSATORY COURSE.

In the spring and summer quarters of 1969-1970 at the Chicago
Circle Campus of the University of Illinois, I ran, with Barry
Clemson of the Educational Assistance Program of the Circle
Campus, an oxperinentif chemistry course entitled, "Problem
Solving in Chemistry." ikpied on the analysis by Robert I. Walter
of the Chemistry Department of the University of Illinois at
Chicago Circle of pretests of chemical knowledge and mathematical
skills and -subsequent performance in introductory chemistry courses,
we decided to emphasize math skills rather than chemical concepts
in our cos tory course. Throughout the course, the students

used con in groups and individtv;Ily on a 2741

terminal t 50. All of the programs were written in CPS, a
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conversational 'subset of PO, the only conversational terminal
language available in the Chicago Circle terminal network (other

than a form of BASIC). Many of the programs used were developed .

with individual stedents in tutorial situations in the fall and'

winder of 1961940,, The interpretive nature of CPS was taken

advantage of in the operation of several programs as well as in

the construction of all oftha programs, The programs are

described briefly in the appendix.

In the fall of 1970, I ran a similar course at Kalamazoo
College, using a teletype terminal to, a PDP-10 at Western

Michigan University, using principally BASIC, I was not able to

develop as wide a range of programs at Kalamazoo College as I
had used at the Circle Campus but I introduced a learning
sequence in BASIC itself which seems promising in terns of

student attitudes in this course,

PROCTORING IN COMPENSATORY EDUCATION.

Since, in my experience, students in compensatory education

programs need an extraordinamy amount of support from a sympathetic

proctor, no computer learning system should be expected to work

by itself with a single student, The Keller system provides one

proctor for 10 students, No more than 10 students per proctor

during each session seems to be important.

Students work well im groups of roughly equivalent, ability

and provide much of the necessary support for each others This

node of operation is most effective when a proctor can frAvently

act as ft group observer and make occasional comments on the dynamics

of the group, Etch member of the group is charged with the "
responsibility of being sure that the other members of the group

are fully. participating, This behavior can be reinforced by

requiring all the individual members of the group to ccias an

individual mastery test before the group can go on to the next

program or topic,

LANGUAGE CONSIDERATIONS.

Whether CAI or other learning materials and media are used
in such a course, they will require significant modification to

serve underprepared students Well, Since new materials must be

developed from day to day, a flexible preprocessor of a higher
level language is very desirable as is an interpretive language.
A user's group of educators using computers in compensatory
education shou1d be formed to share the experience and programs

of such developmental programs. Eventually we should have a shared

set of programs from which a program can be selected to fit the parti-
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.

cular needs of a particular student. Of course some

language such as PLAN1T would bs moot useful since it would allow

'la prom's developed at one instituti to be used by another,"

'Fuer, COURSEMRITBR and other CAI ve programmimg time

but limit the form of the.stdent-c I have

found BASIC and AID on the PDP-10 to be to for simple

learning programs at Kalaassoo Coll TheAdvantage of using

conventional languages is their be available on Mall computers

and requiring only minimal core.on a computer. Therefore,

they can be used by small institutions who have their own anal
time-sharing system or are purchasing time on a time/sharing

network which will not maintain a large CAI language such as
PLANII2 or COURSE:W(1M on the public library.

-N\

. ,

In the winter quarter of 1971 I worked with a vastly
improved version of PIL (Pittsburgh Interpretive Language) at

the University of Michigan. James Conkliii4at the Center for

Research on Learning & Teaching in Ann Arbor, Michigan, has

expanded PIL to include useful commands for string=manipulation
and the capability of calling FORTRAN or assembly compiled sub-

routines. I find that this combination of a powerful interpreter
dealing with students directly with such of the work being done

in coapiled programs to be flexible and efficient and to allow

.rapid program modifications.

CONCLUSION.

If universities and colleges are serious about cop... tory

education, they suet make* considerable investment in a

programs designed to equip usierprepared students to comp. .favor-

ably in regular courses. This investment can be in.personnel

and/or hardware. Hardware alone is not enough, but computers can

be an effective part of such an effort,
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APPENDIX: Brief description of computer programs written for
use in neinPennn4nrY °Orson at Chicago Circle Opus of the
,university of Illinois and at Kalamasoo College,

PROGRAM LANGUAGE BRIE? DESCRIPTION

CAI/CPS CPS A flexible CAI processor with moat of the
features of COURSEWRITER and quite a few

sore features. There are two basic modes

of operation - author and student. 'The

author lode is designed for teachers
with no prior computer experience. The
main advantage of this particular
system is the flexibility in the
of patterns it can recognise in the
student responses. The structure is
capable of some syntactidal.
The student interaction is unfortunately
much too slow to be an affective form
of CAI. '

Line CPS . A very simple program that prints out a

Length pair of *'s spaced at random intervals
across the page. The student is asked to
estimate distance between the *'s in
several .different length units. The

atudent is given the ratio of his
answer to the correct length in percentage.

When the student uses this information .

he is of course doing drill and practice
in percent as well as line length eatima-

tion, ,

Slide Rule CPS A generative drill and practiOe routine
. -

designed to improve the speed and accuracy
of the student's use of slide rule.
Several parameters may be varied by the
student or proctor to increase the diffi-
culty of the task. The computer counter-
responds with "decimal point error",
"decimal point OK", "Close ", "very close",
"GREAT!", depending pn the student re-
sponse, The time taken frog the presenta-
tion of the problem to the correct stu-
dent response is printed out in an
attempt to Ancoure.ge faster slide rule

calculation*.

Of
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PROGRAM LANGUAGE BRIEF DESCRIPTION

Teet & Drill CPS The student sots the kind of problem
(e,g. first degree equations,/negative
numbe;v5). A pretest of generated pro-
blems, two of each of 3 to 5 types in each
problei set, is given and scored, 'Problea
types missed are then presented until 5 are
correctly answered in,a row. Then a post-
test is used to measure any'improvement
in student performance. A printout of
the interacts oi is provided for both
,student and'instructor.

.Sylabol CPS Algebraic equations are presented with
Manipulso! AID the request to rearrange the equation to
tion solve for one particular variable; A

variety of symbols nay be used. If thi
student,fails to provide a valid roar .

rangementa a correct rearrangement is
presented,

Work CPS This is an attempt to produce an econoa-
problems icai'CAI system within a very limited

context of word problems requiring
numerical answers with units, The pro-
blems themselves ire in a separate
booklet. The computer only accepts and
evaluate" stint mowers, The format
for the\units is quite.liaited.

Dragster CPS A digital implementation of a hybrid com-.
Simulation pater program written by RAI. Three

coupled second -order differential equations
are involved, Program is both slew mud.
inefficient . the hybrid obviously does
this job better.

Dragster - CPS
Simple Model BASIC

A very simple mathematical model of the
finish time of quarter mile drag race as
a function of 7 variable parameters (such
as wheel base). Possible outcomes are
SLIP, FLIP, FINISHED IN 13.7 SECONDS AT
146 MILES PER HOUR. This program was
used to explore functions of one and two
variable&
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ARMCHAIR UNKNOWNS

Clifford G, Venier and Manfred G. Reinecke
Department of Chemistry

Texas Christian University
Fort Worth, Texas 76129

r

We would like to report our experience with a
computer, simulated organic qualitative analysis
course as a teaching aid in undergraduate organic
chemistry over the past two years. Previously, Smith
(1) has outlined a dialogue format for this type of
course between student and the University of Illinois
PLATO system, but not all of us have PLATO as a helper.
Gasser and Emmons(2) described a system for using the
computer to test results from the laboratory which is'
similar to computer simulated unknowns, but emphasizes
a different aspect of computer use, namely data sor-

t' ting. Our own system derives from that described 4
Swets and Feurzeig(3) many years ago, whidh uses a
computer to teach ,medical diagnosis, a subject very
similar in nature to organic qualitative analysis.
The underlying idea of any such computer exercises is
that a real patient, need not die ih order to allow a
novice to learn through, correction of his mistaken
inferences. In an organic ualitative analysis
simulation,,the student is of burdened with short-
comings in his conception 6 the logical framework
of analysis and, at the same time, misinformation
gleaned frpm his incompletely developed techniques.
Hopefully, in his first semester laboratory, the
student has gained a modicum. of confidence in his
basic experimental skill. Our-goal is to simulate
the lab experience which the student will encounter

.,

as closely as one can on CAI CRT's with a Course-
writer program on an IBM 1500 computer.

-

Being inexperienced in the use and programming.
of computer-assisted instruction, we have also attemp-
ted to'keep things as simple as possible, consistent
with our goals. For this reason, we decleded to tie
our course to a single text, R. L. Shriner, R. C.
Fuson, and D. Y. Curtin, "The Systematic Identifica-

' tion of Organic Compounds," Fifth Edition, Wiley, New
York, 19614(SFC). We chose this text as the most

ro 1
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popular and widely used of its genre.

Coded .responses are far more easily programmed
than the keyword recognition dialogue described by
Smith(1), yet allow immediately a far more extensive
set of experiments and unknowns than the program
described by Gasser and Emmons(2). Shriner, Fuson,
and Curtin, as a text, is easily coded. We have
done so as follows:

1. Compounds(unknowns) are given tags, mm-nnn-x,
where mm is the table number of the table in
which the compound appears in then Tables of
Derivatives on pages 307-382 of SFC, nnn is
the boiling point, melting point, or decom-
position point of the compound, whichever is
listed first in Table mm, and x is an index
in case of multiple listings under mm-nnn,
simply denoting that the compound is the xth
one with mm-nnn. For example, 244-ldimethyl-
benzenesulfonyl chloride is the second coma-

=pound with melting point 34°C. listed in
Table 45. Itp code is 45-34-2. Methyl
benzyl ketone'is the first, and only, com-
pound in Table 38 with a melting point of
27 °C. Its code is 38-27-1. Its boiling
point of 216 °C. is listed after the melting
point and may not be used in the code.

2. Chemical tests are divided into three cat-
egories.
a. Preliminary tests are individually coded.

ig - ignition test
mp - melting point
by - boiling point
sg - specific gravity
nd - refractive- index
ad - optical ro tion
mw molecular w ight(Rast)
sf - sodium fusi
sl - solubility

b. All.classification tests are coded c-yy
where yy is the number of the experiment
outlined on pages 112 to 174.of SFC. For

Y example, the Tollen's test is c-29, the
chromic' anhydride test for primary and
secondary alcohols is

7
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c. All derivative tests are d-AZ, where zz
is the procedure number from pages 229
to 304 of SFC. For examplio a 2,4-DNP
is d-18, and an amide of a carboxylic
acid is d-2.

The program itself is presented to the students
entirely in the first two weeks of'the second semes-
ter. This is imperative since they must have confi-
dence in their logical approach to their laboratory
unknowns as soon as possible. This procedure has the
added advantage that other CRT users usually don't
need computer time during the first*two.weeks of their,
courses, allowing one to have twenty to thirty hours
of time each of the first two weeks. Each student is
first instructed and drilled'in the use of the key-
board and light pen, then taught the codes and how to
use tem. As a preface to' his computer unknowns, he
is given a trial problem and assured that no score is
kept on his progress through it. In fact, he is en-
couraged to play with the system a little to see what
it will and will not do. At this point, the student
will either flounder or start to use his book. He
must read and understand the introductory 'material in
the book before he can make very much progress on
this trial problem. After completion Of-the trial
problem, he is assigned three unknowns to identity.
So far; we have given each student a carbonyl com ound,
another neutral compound, and an acid 'or a base.

The CRT's'are made available, usually in the
evening or on weekends, on.a first-come, first-served
basis.. The student may leave the computer at any time
and return later without penalty. We encourage the
student to sign off -1,1' he takes more than a few min-
utes between tests. Typically, a student will get
five minutes' worth of data from the computer, then
leave, returning later after interpreting the facts
with the aid of the lab text, do one or two additional
tests and repeat the process until he has identified
the unknown. A typical student-computer dialogue is
as follows.

Do you have the handout sheet on which the
codes for the experiments are listed? If
not, get one from the assistant before you'
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continue. You will also need the Shriner,
A Fuson and Curtin textbook.

CRT:

CRT:*

Student:.

CRT:

CRT:

Student:

CRT:

CRT:

When you have a copy of the' mimeographed
sheet with the codes of the experiments on
it, and the,textbook, then press the space-
bar to continue.

The unknown is a solid. Which tebt or
experiment do you wish to make now? Type
in one of the codes below.

ig (iiition test)**

burns with a smoky flame.

The unknown, etc.

mp,(melting point)

31-34°C. '4'

The unkndWn, etc.

Student: sf fusion)
4

CRT:

CRT:

All tests negative/.

The unknown, etc.

2

Student': :S1 (solubiliti)

CRT: ,F,.20, no;.HC1, no; NaO4i, no; H2SO4, yes.

CRT: The unknown, etc.

Student: off(signed offthe CR temporarily)

* This statement, is repeated after each test result
is displayed. It will be abbreviated, "The un-
known/etc."

**
For the reader's convenience, the interpretations
of the codes a're included in parentheses.

ILO rta hal
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A

fr

The CRT displays'an INDEX when the student returns
and the student uses the light pen to return to his
unknown.

CRT: The unknown, etc.

Student: c-9 (2,4-dinitrophenylhydrazilne)

CRT: deepsred-purple ppt

CRT: The unknown, etc.

Student: c-29,(Tollen's test)

CRT: silver mirror deposited

CRT: The unknown; etc.

Student: off

The CRT displays an INDEX when the student returns
and.the student uses the light pen to return to his
unknown.

CRT: The unknown, etc.

Student: d-16 (semicarbazone)

CRT: white solid, mp 225 - 227 °C.

-CRT: The unknown, etc.

Student: d-18 (2,4-DNP)

CRT: reddish-violet solid, mp greater than 250°C.

The unknown, etc.

Student: 'bp (boiling point)

CRT: approximately 250°C.

CRT: The unknoWn, etc.

Student: d-49 (oxime)

CRT: white solid, mp 108-109°C.

:7"
A./ ft.)

CP

1
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CRT: The unknown, eta.

Student: -22-37-3 (piperonal)

CRT: Eicellent, You have arrived at the correct
answer. Next you Will be, shown the INDEX-
of'unknowns available. Use your light'pen
to choose one.

Although no formal evaluation)of this program
has been attempted, it appears that the students
work much more efficiently on 'their laboratory un-
knowns after exposure to our.CAI organic qualitative
analysis scheme. Ftir exampleiewhile many students
were not able to finish five unknowns per semester
prior to CAI, they are now able to solve,six unknowns
with no loss in accuracy of identification. We are,
pursuing modifications designed to make the simula-
tion even more realistic.

Acknowledgements:We wish to thank the staffs of the
Instructional Systems. Institute and the Computer
Center of Texas Christian University, especially Mrs.
Theresa Holt and Mr. Jeremy Main, for valuable assis-
tance.
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Chemistry and CAI at the University of Texas

at Austin: A Coordinated Approach

G. H. Culp
The University of Texas at Austin

Introduction

Utilization of computer techniques in undergraduate

chemical education has been an on-going process at the Univet-

sity of Texas at Austin since 1965. The ?first carefully controlled

educational experiments involving the
(use of CAI as a supplement

to general and undergraduate organic chemistry were conducted

there during 1968-70.1-7 The results 3f these studies indicated

a consistent, highly positive effect on student performance and

attitude when computer-based techniques were applied. these

studies have also provided an kxc elleht foundation upon which to
.

base current efforts toward the actual implementation of °supple-
.

111 mental pAI programs in undergraduate chemical education.

The test g and evaluation of the original programs was

conducted thro gh the cooperation of the University of Texas

Computer-Ass ted Instr,uction Laboratory and utilized the IBM

1500/180' computer system. As thebe studies progressed,
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several limitations with the available facilities became apparent.

First, by definition, the CAI laboratory is dedicated to re search.,

Often several concurrent projects in various educational disci-

. plines are in development within the laboratory, thus severe

limitations are'placed upon the number of student participants in

a given project. Likewise, the ease of access to the prog arr.x.s

is confined by the large number of projects and the limitec:Ifacil.

ities.-- Secondly, the Coursewriter II languaV was found to be

inappropriate for several types of potential CAI applications that

require direct computational capability. And, in addition,, the
....

programs could not be teleprocessed to remote terminals clue

to hardware video data transmission limitations.

It was evident that bot)i a more versatile language and a

more flexible system would be necessary to sufficiently r ealize

the CAI potential applied to undergraduate chemistry cour ases,

o
11

The Development of CLIC

As an outgrowth of the documented effectiveness of CA I

and the need of a. language that would provide the Capability for

CAI utilization on a broad basis within the University of Texas

system, computation enter personnel developed the language,

CLIC (Conversational Language for Instruction and Computing).

r

I
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The CLIC language bears a number of similarities to the

well-known Coursewriter-type languages in its use of a very sim-

ple statemnt format and question-answer logic. The language is

actually an extension of the PICLS language developed at Purdue

University. The basic CLIC language is very easy to learn and

can be readily mastered with only a few hourd instruction. Thud

the beginning user quickly reaches the point where he is writing

simple instructional programs.

For the experienced user; however, CLIC differs substan-

tially from both PICLS and COURSEWRITER. CLIP is designed

as an extension of the gendral purpose progratrxming language,

FORTRAN. Thus the CLIC user hats access to,all of FORTRAN,

including the full omputational capabilities, data structures,

librp.y subprograms, and input-output system: FORTRAN state-

ments may be intersperbed with CLIC 'statemeAts in CLIC pro-

grams, CLIC programs may call FORTRAN subprograms, and

FORTRAN programs may call CLIC progra.ms. For the experi-

enced user this access to FORTRAN allows him to make optimal

use of the special features of CLIC, such as the question-answer

logic, and he may ,still revert to FORTRAN when the CLIC language

proves too limited.

1

The CLIC processing system also differ substantially

from most other CAI systems. CLIC programs are translated.

into Fortran by a special preprocessor, after which the standard
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Fortran compiler processes them to produce highly optimized

machine code. A CLIC program may be saved in this compiled

form and then executed whenever a student wishes to interact

with the program. Execution of a CLIC program is extremely

efficient both because of the compiled form of the program and

because all data, including text, is stored in core storage'ilong

with the program so that the only input-output involved in exe-

cution is the input-output to the student's terminal.

Another advantage is clear: a partial solution to the

w(ely recognized problein of inter - institutional system compati-

bility is at hand. If the institution has a FORTRAN compiler,

transference and exchange of CLIC programs be accomplished.

Thus CAI capability may readily become available to a majority

of the various computer systems.

The University of Texas Chemistry Project

In the past year, translation, revision, and expansion of

the original CAI programs into CLIC has been accomplished.,
Utilization of the .programs will commence in the fall, 1971.

Currently,'qhe chemistry CAI facilities include access

to a proposed 16-terminal "laboratory" to be used jointly with

the physics, zoology, and computer Science departments.. In
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addition, 4 terminals are available solely for the chemistry

project participants. The terminals are Model ASR-33 tele-

types; access to the computer is over standard telephone

lines. The terminals will possess random access slide capa-

bility for the display of information, spectra, lenghthy textual

material>, etc.

Following the original theme and-strategi s emplbyed

in the initial studies, the programs are supplemental to and

coordinated with the conventional course material. Described

broadly, the programs may be defined as eit er experiment

simulation, remedial drill, tutorial dialogu or evaluative

interactions. Individualization is stressed hrough random

function generation of numerical values,, q estion sequence (in

the drill programs), and extensive branching capability. Zn

addition, most programs allow the student to request aid or

additional inforTation, skip, comment, or stop during a given

interaction:

More specifically, the General Chemistry project will

,involve approximately 200 students in a total multi -media

approach to teaching that will allow student access to film loops,

audio-tutorial tapes, and the CAI prcigrams of:

cf. 23
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A. Tutorial/Drill -
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1. Scientific\Notation

Z. The Metric System

3. Temperature Conversions

4. Formula Writing'
. .,..,

5. Inorganic Nomenclatuie
,,'

6. Percent Composition

7. Atomic Structure
."--,..

11,

,

8. Balancing Equations

9. The Mole Concept,

10. The Gas Laws

11. Hest, Work.and Energy
* **

12. Energy Changes in Chemical. ReaCtions
41,

13: Stoichifometry
o

14. Concentration Units

15. Ionic Equilibria

B. E eriment Simulation
A

1. Millikan Oil Drop Experiment
.

. 4

Z. J. J. Thompson Discharge Tube Experiment

3. Geiger-Marsden Experiment
,..

4. Mose "ly X-Ray Experiment

5. Emission Spectroscopy

6. Colligative Properties

\

(
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,

7. Acid-Base Titration

8. Calorimetry

9. Iron Ore Analysis

10. Kinetics

11. General Quantitative Unknown

..
12. Molar Volume of N2

13. Qualitative Analysis, and

14. Synthesis of cis-trans Isomers
. i 7

Approkimately 150 students will participate in the Organic

,Chemistry project. Although the project does currently make

use of film loop or audio-tutorial teaching aids, fairly. extensive

supplementation of the course is provided via the CAI programs of:
,.

A.; Tutorial/Drill
,..

1. Ndmenclature of Alkanes

.2. ;siomenclature bf Alkenes

3.' Preparations and Reactions of Alkenes

4. Nomenclature ofthe Derivatives of Benzene

,.
5. Preparations and Reactions of the Derivatives of Benzene

6. Organit Syntheses I

7. Organit Syntheses II \

8. Nomenclature of Alcohols, Aldehydes and Ketones\ ,
. _

.9. Preparations and Reactions of Alcohols

4.14.....A.

4

J
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10. Mechanisms:

A
y

0
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a. Halogenation of Alkanes

b. Addition of HBr to Alkenes

c. Dehydration of AlcOhols

d. Bromination of Toluene
1i

e. Bromination of Benzaldehyde

11. Elementary NMR Interpretations ,4a

13% Experiment Simulation

1. The Synthe'sis of la-Methylcyclohexene and
3 -Methylcyclohexene from 2-Methylcyclohexanol

2. Kinetic Studies I

3. Kinetic Studies II

4. Organic Qualitative Analysis
A

C. Evaluative
. .

1. Quiz: General Organic Nomenclature

2. Quiz: General Organic Reactions
..,,

3. QuiZ: Basic Reaction Mechanism
o.

\

,

It is hoped that the expanded version of the chemistry

project described above will experience the success exhibited

by the earlier pilot studies.

I
, 1
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MODERN METHODS OF HANDLING CHEMICAL INFORMATION
by Maitha Williams

Cftemical-information and data are the products of testing, re,
search, and development

;
and they become a resource for.riew,Or,-.,,'

further research and development. Most cheMists have an Apprdcia-,
tiOn for, or associate a value with, inforMation and 'data. The: are;-
also:becoming increasingly aware of the fact that informationoday.'
can be generated, processed, stored, managed, retrievedd:uSed
in new ways. This is'a result of the increase in use; and Methods:,
Of economically using, computers, in chemistry. -Computers areuSee.

expeiiments, and for(Simulating experiments =- etherlti%bp for,

as tools' in research. , They are used for cont

experiments =-
and monitoring OT

-

analysis, kinetics, or synthesis of compounds. Orieb the research GY,

wor testing is completed; the products of the work i,e.:, 'the dafa, ;

can be selected, reduced from analog to 4001 form,-tabilleqed,
graphed, charted, printed or otherwise put in,useOlp form.:,These
computer-generated data--in either human-readable or mael)ne

;.4
readable form, on paper, magnetic tape, disks,.diums, chips
microform- -now become a part of a vast, varied, and disperse data
reservior.

s

InfOrMation and data-can' be, considered to be of sevet,a1::typs:.,
(1). digitized numeric, as in the case. of chemical hAndbOOk.s;_(2),
Analog, as in the case of IR Or other spectral data; 03, §ymbol.,i,c,

as in the case of structures ofchemical dompounds,. and,p) Alpha-
-'betic,as in the case of information expressed in natutzg Language,
These data, if they are to be used again as an, input. tefurther,-
research, must be stored on an appropriate medium, arranged j11.A
file studture suitable for searching, and managedNintelligently.

.

The existence of such a .data base enables Us,ta,conductsear9hes,
and retrieve information that'enables .the reSearchertO obtain,'-
background'infOrmation, keep up-to-date in his field, supplement.
the, information he has, identify persons, organizations., -documents,

or other'sources of info/illation, or to make judgments a. to whetlie:;,-
the research he proposes- has'alreadY been done. - ;

)

Machine readable data bases rave been developed as direct
product.So.f;research and as secondary or tertiary prodUcts, That

.
is, research may be direbted toward generation of data-'rIR,spettral
for exampleor, the resuclts of research may be written bp in,
journal articles that are then abstracted and indexed in secO4dary
sources. thT journal information or the abstractiindoxinformatibn
may be put in machine:teadable,form either for purposes, Of searching
or for purposes of automating produCtion and printing functions.

joilePrior to'he advpht of economic computer 'composition the cost of
Iceypuriching data to- create large filei fOr computer searching-was

,.

,
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very high and could seldom be justified on the basis of information
retrieval alone.

.Now, that large data bases are often created as a by-product
of publication, the cost factor for input is no longer so signifi-
cant. In addition to,private.liles, many new data bases have
become publicly available from commercial, organizations, government
agencies and scientific and.technical societies. It'behooves the
Chemist to becoie aware of these nep.sources of chemical informa-
tion and to learn how to use them. He may use them within his own
organization or he may purchase the service from information brokers
in information .6enters.

During today's session we will hear reports of:current activities
in searching and retrieving chemical information and data. The
papers and demonstrations will run the gamut from handling of',
analytical; data, data for Organic synthesis, symbolic.data of organic
structures, through natural language .information in primary and
secondary sources.

r- 4
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Conference on Computers in Chemical Education andResearch

- July 23, 1971

Northern Illinois University, DeKalb, Illinois

fiViODERN METHODS FOR SEARCHING
THE CHEMICAL LITERATURE

Bart E. Holm
Secretary's Department

E. I. du Pont de tlemours & Co., Inc.

INTRODUCTION

Bei !stein once said, "I reed everything. i place it where it belongs."

You Can't do this any lOnger except in' narrow fields. You are blessed or

plagued withcan abundance of published and unpublished information (Fig. 1).

This is an historical continuation of a growing Wealth of knowledge waiting to be

put to use (Fig. 2). Chemists ore fortunate, for of all the disciplines chemistry

is unique with a tradition of.informatiOn excellence and a tradition of information

organization. Although you have growing information resources, you do have

new.and improving mechanisms for managing these resources. I will state the

types of services a .chemist requires and introduce the modern methods and formats

used in these services. You will see the critical role played by computers. The

papers and the demonstrations to follow will show, in detail, how these methods

are being widely used to help the chemist. Many of these you can apply on your

campus, many are inexpensive, all are useful . We hope you will see ways to

advance the educational process through these methods and services.

CATEGORIES OF NEEDS AND INFORMATION

The information needs of chemists can be stated as the need for current

awareness, selective dissemination, and retrospective search services, of research,

development, engineering, production, and marketing information located

internally or externally, and contained in journals, patents, theses, reports, data

files, information services, and from people. Current dwareness is continuous

professional education through reading journals, attending meetings, and informal

communications with colleagues. Selective dissemination is receiving information

related to your interests from the remaining published literature beyond that

scanned. Retrospective search is looking for information to answer a specific need.

Chemists have traditional and new services, in each of these categories.

Chemical information can 6e categorized as dealing with stktures, data,

and concepts.
536
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S
Structures

Most of the effort in the information processing field has been in

chemistry with much of that effort on improved ways of manipulating chemical

structures. Chemists use chemical structures to communicate information about

a chemical compound. Chemists need access to structural information, and the

structure is a discreet entity amenable to organization.

Chemists commonly represent chemical compounds with pictures, an

excellent method for one chemist to communicate with another using a blackboard.
Each understands the meaning of the message. Unfortunately, the diagrams are ,

not pronounceable, the diagrams cannot be ordered, and the multidimensional

representations are difficult for printers (Fig. 3),

A number of nomenclature systems are in existence, each assigns one

correct name for each compound. Nomenclature serves we for oral communication

and for printing but nomenclature Is not very effettive for cla earching because

the main structural part carries many different names, depending upon e structure1
of the rest of the compound.

Seilstein Classification is a common way of identifying chemicals but it is

difficult tct search for subcode information unless you know the major classification.

Pictures, nomenclature, and classification have a place, but each has

drawbacks for organizing large collections for indexing and searching. The major

emphasis in recent years has been on fragmentation, notation, and topological'
coding (Fig. 4).

In fragmentation a compound is represented as a composite of its major

structural features. Usually the fragments or functional groups are assigned

numerical codes. Many schemes were developed in the late 1940's because the

material could be coded on punched cards for later search. Most files have been
converted to computer systems. Fragmentation is a useful technique but it does

not define the structure completely enough for some searches. With notation the

structure is represented by a single line of symbols. The next paper describes

chemical notation systems. In topological coding the structure is represented by

a unique array of symbols in a compact format for storage and search. The paper -

on the Chemical Abstracts Service includes mention of their registry file, 'chemical

structures represented by topological .coding . Some of the scheduled demonstrations

show how these methods have been applied.
4

LJ

L
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These three approaches are major advances enabling cheMists to

manipulate large collections of chemical structures to locate specific structures

and to bring together groups of structures. The Committee on Chemical Information

in W69 published "Chemical Structure Information Handling - A Review of the

Literature 1962-1968," publication 1733, National Academy of Sciences,

Washington, W69.

Data

Data are numericor quantitative notations helping to describe a subject 4

more precisely. Chemists are interested ivelting points, boiling points, molecular

weights, and specific gravity. These identifiers are easy to list and manipulate

manually or by machine. One area, analytical data often includes instrumented

techniques yielding indefinite curves or figures for compounds and mixtures. For

identification these must be compared with the curves or figures of pure standards.

Searching data by cctrnputer is included in another paper and in the demonstrations.

Concepts

Concepts cover qualitative information in chemistry as contrasted with data

and structures. Concepts interact and overlap and are not mutually exclusive.

Ablation, polymerization, extrusion, and spinning are all concepts and part of the

chemical literature. Concepts have their own forms of presentation and manipulation

Here are some of the new approaches:

ACCESS TO QUALITATIVE INFORMATION

Cuirent Awareness

Chemists read journals to learn the details of new developments and to keep

current in their field. Most professionals do not try to, scan all the journals that

might have articles of interest. Those that try to scan, many jour.nals upually end up

with tables in their office, den, or bedroom stacked with unread magazines.

Subscribe to and regularly read a few core journals. Use a current awareness service

to alert you to other material . Of the new ccr.ices available two are representative.

One called CURRENT CONTENTS`/Physical f&Chemical Sciences, gives title information by

reproducing the tables of contents of hundreds of foreign and domestic research

journals. The weekly publication is extremely fast. The usefulness of the idea has

caused many organizations to create their own table of contents publication to

cover their journals in their area of interest.

1"- )
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The second service, Chemical Titles, listing titles of articles, is issued

biweekly and covers.700 journals..Titles are rotated or perrriuted by computer to

list the significant words'inalphabetical "order (Fig. 5). Since the work can be
done by computer it offers efficient, inexpensive presentation. The title appears

as many times as there are signifiCant words in the title. A list of common words

called a stop list is used to prevent alphabetizingon articles and Other common

words. These permuted listings are ,called KWIC (Keyword -inrContext). Some

KWIC indexes drop the title information that cannot be included within a set

number of characters for the line. An advance was made by taking the keyword

out of the title and listing it on the left'side of the page followed by the full title:
These systems are called KWOC (Keyword-out-of-Context).

The next level of compliteness for current awareness beyond scanning
(7 4 .

titles would be to receive abstracts. The total abstracts publications, ChemLcal

Abstracts, Biological Abstracts, and Physics Abstracts are seldom used for current

awareness toda because of size. The approach by these organizations, is to produce

subsets of the t

CAStalso offers

Science and Techno

tal in narrow fields. Chemical Abstracts is published in410 sections.

is Journd Abstracts, Chemical-Biological Activities, and Polymer

. Index Chemicus, published weekly by the Institute for

Scientific Information emphasizes synthesis, isolation, identification and/or biological

activity of new chemical compounds. Other abstract services cover patents. These
are all examples of published current awareness services.

Selective Dissemination of Information

Keeping up with the literature by current awareness techniques is often
too big a task for an individual . Selective dissemination of information, usually
called SDI, is the process of sending 'specific information to a person. Good librarians
have done this for years. As they review the material coming into their collection,

they send items to those known to be interested. People fortunate enough to have

exC-utive staff assistants have the same job performed for them. Now some services
are available to help you and me.

.1.

Each person participating in an SDI service prepares a list of terms,, cal led

a profile, describing his area. As material comes in, the profiles are matched against

the indexing terms, the titles, the authors, the references, or the abstracts to look

for matching items. The person receives notification of newly received literature

that matches his requirements.

L .
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In the Most commoh form the notification consists of two punched cards.

The first card contains a title and sometimes an abstract. The second,card is a

form to request the full article, and also gives a way to comment on hop close

the item matches the request. Systems adjust the profiles based on'this feedback.

__Some publishers offer SDI services to individuals or will provide magnetic

pes for pro4ssing by your organization for local SDI services. CAS offers,

magnetwit tapes for Chemical Titles, Chemical-Biological Activities, CA-Condensates,

and Pc4},mer Science and Technology. Engineering Index offers a similar data base

prepared from 3500 engineering publications. Excerpta Medico Foundation provides

magnetic tape files covering 3000 biomedical journals. ASCA, Automatic Subject

Citation Alci I., from the Institute for Scientific Information processes profiles against

the input to the Science Citation Index. The user supFlies a list of authors or cited

references and receives as a product all newly published work citing his stated

references. In essence ASCA, or the Science Citation Irides brings the researcher

rorward in time by listing those recently published documents which cite one of

interest to him. In addition to authors and reference, profiles can consist of

combinations of words, word stems, word phrases, organizations, and journals. One

of the papers that follows describes how centers process data bases on magnetic. tape

to provide these services to you.

Current awareness and SDI services offer practical, economical, methods

lo assure thatyou are alerted to newly published work from all over the world. Read

just a few core journals. Use current awareness and SDI for the rest.

Retrospective Search

You have hecrd how to keep current with the published.literature. Some

items you will read and discard, some you will keep. As soon as anyone accumulates

a few thou.s,and of anything, except money, he may have a problem finding what he

needs when it is required. Here again, there are simple ways to organize your

personal collections to find any item easily (Fig. 6).

First consider how you will search your files. Decide whether you will use

single entry or multiple entry files. The admissions office keeps its records by the

names of students. A similar system can be used in chemistry for a file on physical

properties of chemical compounds if the only questions asked are to supplj, property

values of specific compounds. In these cases pick your file subjects and set up

the familiar classification system.

540
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In science, frequently this does not occur. The need might be to locate

all chemical comRounds witha particular property value. A multiple entry system

can handle multiple subject searches.

Traditional systems describe an item by a term or two. Index more deeply.
Describe the articles in your collection by five to ten subject terms. Fully describe
each item in order to *vide flexibility in finding what you want quickly and

economically.
.. .

The terms you select must be organized for consistent input and search.

A modest amount of vocabulary control can assure that=information'is not lost

because you indexed it one way and searched for it in another. Be consistent.

Use CA nomenclature. The Condensed Chemical Dictionary is another good

reference. If your subject area is extensive and complex consider formalizing

your vocabulary by recording synonyms, generic levels, and related terms (Fig. 7).

A variety of storage forms are available` or the index. First, give each

article or item in your collection a sequential file umber and store the items in.....,

order. Then set up a record for your index. Here is one form (Fig. 8). A card

is used for each term. 'Record the item number on the,term card that applies. In

searching select the terms of interest and look for matching item numbers. In

the example report 100 discussei "ablation of plastics in feat shields of space

vehicles".

The Committee on Chemical Information has a file of over 300 articles

on recent significant developments in chemical information processing. Abstracts

for each are kept in serial order. The storage form for our index is a computer

produced optical coincidence deck. Each Lard is 'a term. Item numbers are

recorded as holes in the cord and answers to questions are found by overlaying

term cards.

Computers are used to produce indexes for manual searching as well as

files for machine searching.' Any of these methods can assure quick, complete

retrieval from your files.
or.

Microforms

Files can become voluminous. Collections of journals, abstrdcts

publications, and patents can grow larger than the space available. Microforms

have come into active use to reduce storpe requirements, provide rapid access,

. and are an inexpensive way to provide multiple copies of whole documents. The

common microfOrms are microfiche, aperture cards, and roll film in cartridges (Fig .9).



10-9

A Microfiche is sheet Microfilm about 4 x 6 inches commonly containing

5 rows of-12 images and a header strip for document identification. Government

reports are available as microfiche for less cost than full size hardcopy.

Aperture cards are tabulating cards with a hole in which the film is plated.

Normally orl frame is included in the card although some systems hold up to eight

frames. The Department of Defense stimulated the use with the ruling that all

engineering drawings submitted for their contract work must be on aperture cards

meeting their standards. U.S: patents are to be available on aperture cards.

The most familiar and economical microform is 16mm roll film. For high

usage the film is stored in cartridges which simplifis threading in reading equipment.

A 100 foot reel of 16mm film usually contains 2500-3600 8-1/2 x 11 inch pages of

material. The American Chemical Society offers many of their publications in this

fort? including ACS journals and Chemical Abstracts.

The thick listings you formerly received from the computer as'printout can

now be returned to you on 16mm film or microfiche by using COM (Computer Output

Microfilm) equipment.

Chemical Information Resources

Chemical information is widely available in the United States. The

American Chemical Society is active in providing primary and secondary services

both as a wholesaler and a retailer. Of the commercial services in chemistry, the

Institute for Scientific Information is the most extensive. A number of their products

haie been described and you will see others during the demonstration.

The BioSciences Information Service publishes a variety of products in

their field including Biological Abstracts,and a KWIC index called Biological

Abstracts Subjects in Context.

The National Library of Medicine in Wcishington is a reservoir of published

literature in'the-medical sciences. Each month an abstract journal, Index Medicus, is

published. All incoming journals are indexed for storage and retrieval for their

computer system called MEDLARS.

The United States Government has many other information services of value

to chemists. A notable resource is U.S. patents. The U.S. patent office has issued

nearly,3.6 million patents, a rich source for chemists. The patent office has

al 'it A.,r,
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concentrated in recent yeas in improving their method for supplying copies

of patents.both as hardcopy and in .microform, They have done little to improve
the intellectual access to the content of patents. Commercial services fill
this gap by offering abstracts and indexes to U.S. and foreign patents. In the
'United States, Information for Industry publishes the iiniterm Index to Chemical
Patents and has magnetic tape services. IriSLondon, Derwent Publications

inaugurated a Chemical Patents Index in January, 1970 providing abstracts,

microfilm, and eventwally indexes to worldwide chemical patents.

Summary

This has been an overview of new approaches to the processing of

chemical information . Remember that a chemist needs a balance of current

awareness, selective dissemination, and retrospective services. New techniques

for handling structures, concepts, and data are available to help him in his work.

New publications, formats, and services permit him to choose the inputs to his

problem solving procedures. The computer is playing a key role in many of

these services. These are all tools to help the chemist do his work more effectively
(Fig. 10). The methods are available, many are inexpensive. They are widely

,used in industry and in the government. Can these methods help your faculty and

your students, now and in the future? We tire convinced that they can.

slt J
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ABSTRACT'

Linear:notation systems prqyide a machine-compatible

. ,

description of chemical structures. The most widely used

, ,is the Wiswesser Line Notation (WLN). This repolot presents

a brief summary of the WLN system, its background, appli-

cations, and signifidance in'' registry, searching, and cox-
,

relative research.
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For centuries chemists have found it necessary.to
'devise, systems to represent, in both written, and oral
form, the nature of chemical substances. First attempts
were rather unsystematic and led to the development of
trivial names. It is interesting to note4however, that
as the deficiencies of trivial names become apparent,
chemists started to use drawings to convey to other
chemists the exact nature of particular chemical com-
pounds. Thus, chemical structures or structural diagrams
came into use. Over the years attempts have been made to
systematize names and a large body of rules which govern
the nomenclature of chemical compounds has gradually
evolved. Nevertheless, chemical structures have con-
tinued to be a very important medium of communication
between chemists.

We are talking, primarily) about methods by which
chemical characteristics such, as structure are repre-
sented on paper and orally. As compounds become more
complicated, systematic nomenclature becomes very burden-
some and chemists resort again to trivial names. However,
when they want to express the actual structure; uniquely
and unambiguously, they use structural diagrams.

In order to facilitate locating information about
chemical compodnds and classes of chemical compounds,
chemists have organized names and structures into ordered
list.s.,w5TC4 we commonly call indexes. In doing so, they
have accentuated a particular component of the molecule,
thus giving it prominence in their indexes. 'However,
chemists have always wanted to be, able to associate com-
pounds with similar structure characteristics which are
not necessarily those ndrmally highlighted or accentuated
in nomenclature and, in Ordinarl indexing..

The advent of punch cards and later of computer
technology prompted the development of coding schemes
which permitted the ordering of names or structural
diagrams or identification tags,of compounds fi-6m a
number of possible entry points. Perhaps the most widely
used schemes are the so-called fragmentation codes. In
using fragmentation codes a series of structures iQ broken
up into gnificant components and.codes' are assigned to
each onelVf these components qr fragments. These codes
are numbered or assigned particular punches on either
regular computer type punch cards dr edge notched cards.
many such systems have been developed, each one usually
designed to meet the specific needs; of the individuals
using a particular collection of chk-mlical compounds.

L
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To retrieve information from one of these files, one
merely has to select the fragments of interest, obtain
the fragmentation codes assigned to. those fragments, and
then, through the use of a needle in the case of edge
notched cards or a .sorting or collating machine in the
case of punched cards, go through the entire file and
select those cards which have been coded with the desired
fragments. This card retrieval usually Completes the
search, for each card contains a reproduction of the name,
the structure of the compound, perhaps some of its basic
properties, and usually a reference number that leads
the user to files where more detailed information is
availAble.

As the size of these coded files grew, it became
imperative to devise faster and more definitive ways of
retrieving information. With the advent of computers
many of these systems were expanded and translated to
computer searching so that searches could be done faster,
and could accommodate more complex combinations of frag-
ments. However, as' we moved to computer searches of
files'which had been indexed through fragmentation codes
we reduced the ability to retrieve immediately, the names,
the structures, and other information about compounds.
All that we normally retrieve fropia computer fragmenta-
tiontype search'ke,a listing of numbers Which then
necessitates reference, usually manual, to a separate
file to Obtal;n associated information. Another real
problem with fragmentation codes is the fact that for
a given compound there, is not a unique set of'codes, and
from a particulars set of codes it is not usually. possible
to reconstruct in an unambiguous manner the structure which
generated that set of codes. 'Most-fragmentation codes
tell us what particular chemical fragments are present
in the compound, but do not tell us much about how they
are. associated in a* molec.ule. ThuS, for large files the
number of extraneous material which is retrieved is very
significant and troublesome.

I think'it is apparent then that chemists felt a
need ror the development of code system which would
perMit the use of mephanical devices'for storage and
retrieval, which would permit the representation of a
chemical structure in a unique manner, uhich would
allow the unambiguou'reconstruction of the chemical
structure from the code nepresentatIon. In' addition',
the code should be precise and easy to use. If I were
to list all the properties of such a system, you would
very likely say that chemical nomenclature would meet
most of these requireRents, and that i§ true. " However,
'nomenclature is riot easy to use; that it is difficult

530



10-18

to arrive at the proper name and once one has,q name it
is rather difficult to manipulate it using computer's and
other such mechanical devices. Thus, chemical notations
came into being. Many notation systems have been developed
over the years. G. Malcolm*Dyson dev?1oped a notation
which parallels chemical nomenclature 5J; He ma Skolnik
developed a system which is used a Verculesk1°); other
notation schemes include Hayward'sk;7/ which IwNbeen
studied atrthe U. S. Patent Office, and Silk'sk7'in Europe.

It has been characteristic of these systems that they
draw a fair amount of attention) and then fade away .because
of a lack of use. An exception to this has been the
Wiswesser notation system, devel9ped by William Wiswesser,
which was first reported in 1954t1°). I believe that
this scheme of identifying chemical compounds would more
than likely have one the way of all the other notations
had not a group of interested users decided to experiment
with Wiswesser's ideas and concepts and make a 'concerted
effort to prove and develop the system. Thus, over the
period of the next 10-12 years, a number of chemists who
wereresponsible for the retrieval of information from
moderately large and complicated chemical files tried to
use the notation scheme developed by WisWesser. This
resulted In a rather extensive revision which improved,
clarified and extended the basic principles of the system.

Concurrently with the work of the information oriented
people, a group of individuals interested in handling
chemical structures via computers became interested in
the notation and tried to write computer programs which
would permit the detailed manipulation of codes derived
from notations using the existing notation rules. It
became apparent as the very systematic and rigid discipline
of computer programming was applied to these rules that ayp,
number of inconsistencies and deficiencies existed. Con-
sequently a cooperative effort among the original inventor
of the notation, some of those people interested in
informatioi retrieval, and the computer people, led to
the development of a manual of rules, published,in1968
as the Wiswesser Line-Formula Chemical Notationk12).
We have since adopted the name Wiswesser Line Notation
anduse the acrowm WLN. I will use that for the remainder
of my:talk.

I would like to emphasize that the
0

present set of
4WLN rules are rules which have been tested and which have
survived e fairly long period of use. They are not the
rules conceived by one individual, but rather they repre-
sent the agreement of many people who have used the system
in real environment. Unlike many-of the other notation

co a.) _a.
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systems which I have mentioned very briefly, earlier,
th9etWLN has become widely used by many industrial con-
cerns. In addition, one of the major information
publishers, the Institute for Scientific Information,
Inc., has launched a serSdce, the Index Chemicus Registry
System, based on the WLN system.

I would be the f' to add, however, that the system
is certainly not complete. It still has room for improve-
ment and further development. Hopefully, my brief descrip-
tion today of the system and what can be done with it

t

might interest some of our friends in the academic wo ld
to further test, develop and expand the applicability of
the system.

The basic philosophy of the notation system is based
oh the use of a limited set of symbols to describe rather
el mentary components of a chemical structure. Listed on
Fi ure 1 are some of the WLN symbols and the chemical
ch racteristics which they represent. Because of time,
I cannot really describe to you in great depth how the
notation works. I can only give you some very simple
examples of how it relates to chemical structures. The
context-rich system uses only the 26 alphabetic characters,
10 Arabic digits and several speciaL symbols which are
commonly used, such as the asterisk, the dash, the ampersand,
and the slash. The size of this limited vocabulary is
essentially doubled by use of the blank space; symbols
acquire a different meaning if preceded .by a space. By
the judici9us assignment of these symbols to particular
chemical characteristics, and by application of WLN riles,
we are able to represent uniquely and unambiguously the
majority of organic compounds using the Wiswesser Line
Notation system.

On the next slides (Figures.2 -' 6) I would like to
show you some examples of chemical structures and th,e
Wiswesser notations which have been derived for them.
You will note that there is a one to one correspondence
between the structural fragment and the notation symbol.
In addition, the notation is a complete description of
the compound inasmuch as connections between the various
elements and groupings are clearly indicated. Since the
notation is limited to commonly occurring symbols, it is
easily adapted to computer manipulation and thus we have
a simple way of representing in computer readable form
the total structural information about a given compound

k or compounds.

There are many uses which have been made of the
notation using computer systems. Perhaps the first
application of computers to the handling of lists of
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Wiswesser notations was the simple lisqu of notations
in alphabetical order by Howard Bonnettlqr: The nature
of the rules and symbol assignment is such that an alpha-
betized listing tends to group'together similar compounds.
Thus some generic searching ig possible from such lists.

A very logical extension to this was the application
of Key-Word-In-C9ntext techniques to notations to produce
a permuted index 13). It is this type of index which the
Index Chemicus Registry System produces on amonthly basis
for new compounds reported in the literaturek°). These
two applications employ the computer to reorganize the
notations and to produce a tool for manual retrieval.

Many other uses have been made of notations in the
last five years and some very sophisticated searching
techniques are rjow avai).04.1 including some on-line
conversational systems 0-91))yone of which you will see
demonstrated later this afternoon*

I have summarized on the next slide (Figure 7) some
of the uses of WLN computer-based systems.

One of the more common usesof such a file is to
ascertain the prior existence of a compound in a particular
file. This can be accomplished with a relatively high
degree of accuracy with notations; however, if one isk-
primarily interested in registration and identification
of unique compounds 'in a file, there are other methods,
suoh as the Chemical Abstracts Connection Table system,

,which are superior for this particular purpose. Hyde
and his co4workers at Imperial Chemicals Incorpora4ed,
Ltd. have successfully demonstrated the generatio0of
structure displays from the notation(14) ; thus, an
output from a search need not require additional lookup
steps to find the name or require the scientist to learn
the notation. Instead a picture can be presented to him
directly.

The greatest use, of course, with notations has been
for searching: Two general approaches have been used in
this area. One has been direct searching of the notation
as reported by Monsontoll5) and others. Usually in such
a scheme a conventional text searching approach is used,
in which a certain character or group of characters is
identified and then looked for in the notation. This
type of approach has not been too widely used becaue it
is expeAsive and time consuming from a computer standpoint.
A more commonly used approach is to design a computer
program which generates fragments such as those discussed
earlier in this paper, and then use the fragments to
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narrou down the size of the search file
(4

'

8)
. If neces-

sar, results of this coarse screening can be fUrther
seat(hed b\ use of some kind of an automated on-line
searching or by xisually scanning lists of notations
produced by the fragment search. It is possible to
further e\tend the searching to an atom-by-atom type
network match which would then produce complete specific
retrie\al. The economics of this last approach have not
been attractive tC-date, and for that reason we have only
seen some initial trials to establish the fea'sibi4.ty of
such a concept.

Most notations can be decoded easily by a chemist
with a brief training in the notation rules. Our exper-
ience has been that after one afternoon of training and
a little practice, most organic chemists can read and

'interpret most notations. Coding is much more difficult
if one is interested in the unique notation which conforms
to the WLN rules. Training and extensive practice are
necessary. However, the WLN rules are much easier to .

apply, than nomenclature rules and coding costs are equiva-
lent to connection table input costs. Algorithmic checking
of rulesiof procedure can be applied to detect errors in
encoding"3); however, the design of such programs is
difficult and costly.

The economics of notation systems, however, do make
them attractive for small to moderate size files. The
ability to produce intelligible ordered lists, such as
permuted indexes, permits extensive searching of signi-
ficantly sized files. The generation of fragments has
been another common use of notations. Thecomplexity
of the fragmen,ta0.on schemes has varied from simple
symbol fragments (1 11) to very extensiveicods which
can only be searched by computer systemsl4,8).

In summary, the development of a chemical notation
system for the linear representation of chemical structures
has enabled us to store, in computer cjmpatible form, com-
plete descriptions of chemical structures. This capa-
bility has led to the generation of ordered lists and
other manual searching tools for use in a conventional
manner. It has also promoted the development and expan-
sion of fragmentation-based systems which contain much
more detailed and more consistent coding, thus enhancing
a searching tool which has been in existence for several
decades, and which has proven its worth time and time
again. Finally, the notation system allows us to go to
more d&tailed type searching. Since it is a complete
description of the structure of a molecule, it also
permits us to comert from one system to another. For )
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example, with the proper algorithms we can go from a
notation system to a connection table, which in turn
Can lead us to a systematic name.

The availability of a complete, concise and precise
description.of a chemical molecule in computer manipu-
latable form opens up many avenues of work, including' the
potential for obtaining better understanding of the rela-
tionships between structure and properties of cenpounds.
It is our hope that this brief description of a notation.
system and its possibilities will interest you sufficiently
to learn more about it and to entice you into areas in
which you can apply your interest in computer-based systems
to studies of the manipulation of chemical structures and
of structure/property relationships.

20,
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Figure 1.

WISWESSER LINE NOTATION

SELECTED SYMBOLS

B Boron E Bromine

C Carbon G Chlorine

F Fluorine M Imino (-NH-)

N Nitrogen Q -Hydroxyl (-OH)
IF

0 Oxygen R Benzene

P Phosphorous U Unsaturation (=-)

S Sulfur V Carboxyl (CO)=

-NA- Sodium W Dioxygen (0,-.. ,20)

-ZN- Zinc Z Amino (-NH2)

X

Y

space&-/012 ...9ABC...3*
(earliest latest)

Hierarchical Symbol Rank
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Figure 2.

WISWESSER LINE NOTATION

CH
3

CH
2
CH

2
OCH

2
COOH SF

3 0 1 V Q GF

QV103 WIN

.

SF Structure Formula

GF Graphic Formula

WLN Wiswesser Line Notation
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*Figure 3

WISWESSER LINE NOTATION

Cl 0

C1CH 2 CH2 CH=NOP(NHCH3)2

G 0
t

G 2 Y UNOP M l
M 1
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SF.

GF

G2YGUNOPO&M1 &M1 WLN
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Figure 4.

'WISWESSER LINE NOTATION

SO CH

0
Cl

Q

SF

GF

ZR DQ BG ESW01 WLN
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Figure 5.

WAISWESSER NOTATION

Example 4.
A

..G(c.1.)
3
NO2
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N
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Figure 6.

WISWESSER LINE NOTATION

H2CH=CH

M 2 U 1

SF

GF

T566 lA L FN LNJ GM2U1- DL6V BUTJ WLN
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Figure 7.

WISWES SER NOTATION

COMPUTERBASED SYSTEMS

REGISTRY FILE

I NOTATION(
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Machine-Readable Files from
Chemical Abstracts Service *

by

Ralph E. O'Dette
Senior Staff Advisor

Chemical Abstracts Service

I will approach my topic from two points of view; first,

the use at Chemical Abstracts Service of modern methods of handling

chemical information and, second,. some outputs of CAS that require

modern methods for their exploitation. Both.points will be illus-

trated by reference to/the CAS Chemical Registry and the Integrated

Subject File.

Modern methods must be defined at more than one level. Most

apparent are the new devices and techniques,that one can use tO seek

information from services thatJna*been produced by means of other

new techniques and devices. Of equal or greater significSnce,

although perhaps less obvious, is the revolutionary change that

modern methods can and should effect in the relation between 'an

information user and the body of recorded information.

It is pertinent tor information users to have some compre-

hension of the evolving CAS computer-based processing system because

that system is radically different from traditional publishing

procedures and technology. The computer-based system is far more

flexible and, therefore, far more amenable to the changing demands

of the user community than classical 'hand operated" publishing

could possibly be. Tn addition, modern technology makes possible

the production ofnformation files of radically new kinds.

CO

* Summary of a presentation at The Conference on Computers in Edu-
cation and Research, :iorthern Illinois University, DeKalb, Ill.,

July 23, 1971.
L.
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The CAS Chemical-Registry is the nomenclature control

system for CAS indexing of chemical substances. As suchf the

Registry is-part of the day -to -day computer-bated processing

system that produces Chemical Abstracts'; its indexesand various

specialized services. An integral partOf the Registry is a

continuously growing file of machine-readable representations of

molecular structures which reflect all of the structural detail

(e.g., stertodhemisiry, labelling, etc.published by the author
T4.1

in4referring to a substanCe. Apoci4ed with each sub Once,

record is a molecular formula and a unique, computer- assigned

Rigistry Number whiCh is a link to the CA Subject Indexes.

Information centers are learning to manipulate these files

as search data bases to seek whole structures or any desired sub-

set of atoms and bonds that may be less than a complete structure.

The information - using community will soon.be able to obtain search
P

service from Registry files through information centers.

Newest CAS service is the Integrated Subject File, machine

readable counterpart of the volume and collective Subject, :Molecular

Formula, gnu Registry Number Indexes to Chemical Abstracts. First

made available to subscribers in ISF.,Volume 71 corresponding to

the Volume Indexes to CA Volume 71, the 700,000 entries in ISF

VpTume 71 will occupy nine reels of tape in CAS's Standard Dkstri-

bution Format. ISF Volumes 72 and 73 are expected before theend

of 1971: all other CA voluries in the eighth collective Period

(Volumes 6(.-75) will have ISF counterparts. The ISF is intended

to be a continuing service.
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Optimum utility of the ISF, probably the largest m

readable information file to be made routinely available, will

be determined by the user community itself which mutt be depended

upon for development of search strategy, search software, and an

overall philosophy of exploitation of this very large and very

new kind of data base.

t

'
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HANDLING OF VARIED DATA BASES

IN AN INFORMATION CENTER

ENVIRONMENT

by

Martha E. Williams
IIT Research Institute
10 West 35th Street

Chicago, Illijiois 60616

Presented at the

Conference on Computers in(

Chemical Education and Research
Notthern Illinois University

DeKalb, Illinois

July 23, 1971

a
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HANDLING OF VARIED DATA BASES

-IN AN INFORMATION CENTER

ENVIRONMENT

DESIGN FOR UNPREDICTABLE FUTURE

File Strycture
Preprocessors
Hardware
Software Modularity
Machine and Installation Independenlre

USER ORIENTED DESIGN

Data Base Options
Profile Options
Profile Features

Truncation
ogic

Linking or Grouping of TermS

JSER AIRS,

Search ManUal
Trunca.tion Guide
Frequency Lists
KLIC Index
Bigram Frequency List

'COMMUNICATION WITH USER

a

REASONS FOR USING THE SDI SERVICES OF"AN INFORMATION CENTER

Coverage
Thoroughness of Search
Consistency of Search,
Interdisciplinariness
High Recall
Cost-Iffectiveness
Speed and Regularity

10-38
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1 0-751

1 0-52

Tifieliness a

Multiplicity of Data Bases
.

Automatic Preparation of Files in Standardized Format
Cost of Data Base Pteparation and Operation of an SDI , :,

System vs. Subscriptions
._

CM,

Cost of Data Base Preparation
Cost of Operation of an SDI System
Cost of Subscription
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The Information ,Sciences section.of IIT Research Institute

has designed and developed a CoMputerSearch Center for processing

and searching varied machine-readable data bases to.supply informa-

tion to Wvariety of users in industry, government, .academic and

other research institutions. The system was designed in a user

oriented fashion and proVides a full complemgnt of options to the

subscriber. These include: various data bases or portion of data

bases; profile features suiptas inclusion or exclugion of-any kind

of data element that appears on a tape; full trundation capabilities

on any }rind of term; full free-form Boolean logic for.resulting

terms to one another; grouping of'related terms; multiple sort options;

andmultiple print media options. User aids including Search Manuals, .

Truncation Guides, Frequency Lists, KLIC Indexes and Biqram Fre-
,

quency Lists have been prepared fOr each'data base. Twelve reasons

why scientists should use the SDI services of information centers
fr

rlrikdiscussedincludinr1 cost benefits and' comparative posts of data.

in-house'SDI, and subscription SDI.

.

14.
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DESIGN FOR UNPREDICTABLE FUTURE

Information centers exist to provide information from
machine-readable daa bases to users in industry,. universities
and other organizations. The computer Search Center of.IIT
Research Institpte was designed with a number of variables
and uncertainties lyingbefore us. We Were not-able to pre-
dict the databases to be:used,.the character sets, the
character codes, data base tape formatst, data Ease record
formats, data elements,.arid-44a base content. Nor could we
predict the 'hardware we might use, user groups, user require-
ments, vocabulary, search requirements, output sorts, output
formats, and output media. These area few of.'the variables
we saw. Our design had to accommodate all of them. We did not
pre-determine which data bases and what User groups we would .

provide services to. We wanted to-be in a pdsition to handle
anygeata,lase for which there is a signifidsnt. mar'ket.,

As we all know, search' programs for handling machlhe
readable data bases are expensive to develop and expensive
to maintain. We had nodesire to incur the expense of main-
taining multiple search aFogrsMs. For this reason we devO.oped
a genbral purpose search program that would handle virtually
any of the Machine readable data bases containing natural
language information.

. When handling multiple data bases one is very likely to
'encounter multiple character sets and multiple character codes.
The tape formats' and record formats differ from data. base to,
data base. In fact, they differ Within data bases that.are
produced by the same organization. The data elements contained,
on the tapes vary considerably from tape to tape.

File Structure,

In order-to handle multiple data bases we had to determine
a file structure that would accommodate all of the variables.
ThetIITRI standakd format does precisely that. With thiq
format each record is composed of a key, directory, and char-
acter string. The key contains the volume, issue, and cita-
tion number as given by the data base supplier, aria the direc-
tory identifies each type of element. contained in the record,
according to IITRI data type codes.' Some of the.data type
elements are listed.' -

a-1Z ..z1

RESEARCH INSTITUTE.
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DATA TYPE CODES DATA ELEMENT

01

02

03

04

05

06

07

08

09

it

SOURCE INFORMATION
- -CODEN
--JOURNAL REFERENCE
- -PAGINATION
--DATES

TITLE OF ARTICLE

AUTHOR(S)

SHORT-JOURNAL TITLE

KEYWORDS)
INDEX TERMS
CA SECTION NUMBER

CA REGISTRY NUMBER

MOLECULAR FORMULA

CORPORATE AUTHOR

ABSTRACT
;,TEXT

BA CROSS CODE

BA:BIOSYSTEMATI INDEX'

EI CARD -A -LERT CODE

ORIGINAL LANGUPdE
AVAILABILITY
PUBLISHER

, PRICE
D4TB OF MEETING
PARENT JOURNAL
ORIGINAL ABSTRACT SOURCE

Figure 1. Data Elements and IITRT Data Type Cddes

c.

IIT RESEARCH INSTITUTE
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Key: 7416-081368 (Volume, Issue
and Abstract Number)

Directory: 1 1 26 (CODEN)

,.4

27 14 (Journal)
.

.

2 41 76, (Author(s))'

-3 117 60 (Title)-

8 177 51 (Corp. Au6u5r)

5 228 40 (Index Terms)'

13 264 17 JLangua"ge)

String:

JkHAX/75/3/325=30/000971/J. PHYS. CHEM.VIBRONIC EFFECTS: IN

THE INFRARED SPECTRUM OF THE ANION OF TETRACYANOETHYLENEDEVLIN,

J. PAUL$MOORE, JESSE C.$SMITH,DONALD$YOUHNE, YOUNG$DEp. CHEM.,

OKLAHOMA STATE UNIV., STILLWATER, OKLA.$CA073000$ IR SPECTRA

ALKALI METAL SALTSORIG. LANG.: .ENG
N

.4y

Complete. Record Appears on Tape as:

7416-081368 1 1 26 4 27 14 \ 2 41 76

3 117 60 8 177. 51 5 22& 44 13 268

17 JPCHkx/75/3/325-36/000071/J. PHYS. CHEM; VIBRONIL EFFECTS

IN THE INFRARED SPECTRUM OF THE ANION OF TETRACYANOETHyLENEDEVLIN,

J. PAIK4MOORt, JESSE c.$smITH, DONALD$YOUHNE,.YOUNG$DiP.,CHEM.,

OKLAHOMA STATE UNIV.. STILLWATER, OKLA4CA073600$ IR SPECTRA
ALKALtMETAL SALTSORIG..LANG.: ENG

Figure 2. IITRI Formatted Citation

HT RESEARCH INSTITUTE
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In the directory the code is followed by the starting
position for the actual data, and an indication of the number
of characters required by'the data. Thus, in Figure 2, for
the $ecord having Citation Number 81368 of Volume 74, Issue 16,
in Chemical Abstracts Condensates there is a CODEN which starts
in position 1 and is 26 characters long. The next kind of
data element included in the record is a Journal Name which is
a type 4 code. The actual data starts in position 27 whichis
one position beyond the end of the CODEN data and is 14
characters long. The next data element is the Author Name,
which is a type 2 data code, and starts in position 41
which is one position beyond the end of the journal data.
Author data is 76 characters long, and on down the line. If
you follow through Figure 2, the format becomes obvious. The
string portion of Figure 2 shows how the actual data for this
particular reference is contained in IITRI format on tape, and
the complete record which appears in the lower portion of
Figure 2 shows the entire key directory and character string
for the particular record as it appears on tape'.

The use Of data element codes allows us to handle multiple
varied data elements. The system also allows us.to add new
data elements and new data type codes as they arise. We have
no way of knowing what new data elements suppliers may include
in their tapes a few year from now. However, we have allowed
for 9,999 different.data type codes. It is unlikely that we
will be unable to accomodate any new data element that should
come into existence.

.The standard IITRI format is employed for any data base
processed. Our method for handling multiple data bases is to
write a pre-processor program for each different data base
that is handled in the system. The pre-processor program re-
formats the data that is contained on the supplier data base
and puts it into IITRI format. In that way elery dataioase
looks the same to the search program, and all data bases Can
be handled by one and the same search piogram.

Preprocessors-

-; ,

.

Tile cost of writing pre,yrocessor programs is Very slight
compared to the cost of maintaining multiple search programs.
A preprocessor or tufMat conversion program takes'about 2 man
weeks of programming.effort to write. We.initlatedthis sys-
tem of format conversion for ,a generalized search program three
years ago. It has w rked very well. It'has,allowed us to
.accommodate chahges n data bases whenever 'the/need arose.

aikely the d-6 base suppliers do makeiiFortunately or unfo tun
-.)frequent charges in the format and content pf'their data bases.
These changes may-not be large or terribly significant, however, .,
,as far as computer programs are concerned, any n nahge,ca be - ,.

.

IIT RESEARCH 114S1ITUTE
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if'one is not able to accommodate it.

The of r..z.processor together with a flexible and-
,

expandabl file structure, have made it possible to accommodate
multiple ata bases.with varying contents, varying data ele-
ments, di fering 1.1aracter sets and character codes, and dif-
ferent tape formats and record formats.

,

Hardware

The next area of unpredictability that affected our design
is relatedto hardware. We, like many organizations, have
changed computers with some regularity. We did not want to'he
locked to any particular configuration, nor to develop our,
software'in an ,assembly language that would be very machine
and installation'oriented. The system had to be as machine
independent and installation independent as p9ssible. For
this reason we decided to adopt a higher level compiler lan-
guage and to use a family of computers that enjoyed wide
acceptance throughout the country and internationallyIBM 360.
The compiler language we adopted was PL/L a language that is
highly amenable tohandling natural language data. PL/1 com-
pildrs are available on IBM 30 series computers and they have
been announced for Burroughs ali.dCDC hardware.

Software Modularity

We wrote the programs in a modular fashion, in order to
easily accommodate changes to any portion of the system. The
principal modules in the systems include: (1) format conver-
sion for reformatting data bases; (2) a profile editing module,
that handles the terms, logic and user related information
that,are associated with each profile; (3) a search module
which is the heart of the system and matches user profile terms
against terms on the data base within the of the
profile; (4) a formatting module for preparing'output in dis-
semination format; (5)/ a module that sorts and prints the
output; and (6) a statistics gathering module.

Machine and Installation Independence

The reasons for developing our software in a machine inde-
pendent and installation independent fashion were that we antici-
pated our own hardware might change--which it did--, we wanted
to be'able to install our system at other organizations that
had a need for running SDI within their own facilities, and
we wanted to be able to provide profile-writing training
courses and workshops at other locations. Successful achieye-,
ment of machine and installation'independence with IBM equipment'
is evident from the fact that we have run bur programs at
nine different computer facilities with different: hardware,

0
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computer models, versions of the operating ayatem, yeripherals,
and releases of the PL/1 compiler. Figure 3 indicates the
varieties we encountered in the nine facilities. In no case
did we have any real difficulty. Preparation of appropriate

. JCL is usually all that is required.

Hardwar4: IBM 360

IBM 37Q

Models: 40
50
65
67
75

Model: 155

Any computer with PL/1 Compiler

Processors:

Operatj.ng System Versions:

PLL1 Compiler Releases:

MFT
MVT
PCP
'HASP

15-16
17
18
19
19.6
20.

4.1
5

5.2

figure 3. Machine and Installation Independende
of IITRI Software

;

IIT RESEARCH INSTITUTE
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USER ORIENTED DESIGN
_ --

Data Base Options

The current awareness or SDI (Selective Dissemination of
Information) system has been operational since the spring of
1969. Data bases handled by the Computer Search Center (CSC)
are Chemical Abstracts Condensates, Biological Abstracts,.
BioResearch Index, and Engineering Index',s COMPENDEX. Two
more data bases are planned for the near future and other
data bases will be added depending on user needs. We will
handle any data base for which there are enpugh subscribers.
Searches are conducted and output sent to users weekly,
biweekly or monthly in accordance with the frequency of the
particular data base to be- searched.

,..---

Profils,CPtions

One may include searchable elements as positive or negative
search erms, i.e., one may require the presence or absence of
any particular search term to qualify a citation as a "hit"
citation. Among the searchable elements are those shown in
Figure 1, The search terms may be single words, multi-word
terms, phrases or portions of words, i.e., any legitimate char-
acter string. ,The range of options available to users for
their profiles is shown in Figure 4.

Profile Features

The principal features built into the system to achieve
effective profiles are the following: All forms of term
truncation; full free form Boolean logic with any degree of
nesting; grouping or linking of similar terms; and weighting
of'terms according to user assignment of relevance. Weighting
is used to indicate relative importance of terms, _separate
closely related concepts and to sort output in relevance order.

Truncation

The terms themselves may be truncated to facilitate
retrieval of terms containing common fragments. The four
truncation modes allowed are shown in Figure 5. The
usefulness of right truncation is usually readily under-
stood. Right truncation is used to select singular,
plural and other forms of words that contain a common'
stem. The usefulness of left truncation is not so
obvious but it can be readily demonstrated. For example
one might use the left truncated team *MYCIN to represent
antibiotics ,and retrieve:

HT RESEARCH INSTITUTE
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Terms - anything other than single character

Single word
Multi word
Phrase
Fraction of term
Symbol or acronym

Kinds of Terms - anything on tile data base

Author
Company Name
Country ,

Language
Date
CO DEN
BA Cross Code
BA Biosystematic Index
Keywords/Index terms
CA section number
CA registry number (when available)
Molecular formula (when available)
EI Card-a-lert Code
Abstract or Text term
Any term on any data base searched

Sorting of Output Output Media

Author
Weight
Citation number

5°)( 8-cards
Paper
Multilith masters
Tape
Microfilm

Figure 4. Profile Options

Mode

none

Function

requires exact match
of a term

left allows substitution of
any prefix on the term

right allows substitution of
any suffix on the term

both allows substitution of
any prefix and/or suf-
fix

NOTE: * denotes truncation

Example

term
AZO

* term
DI AZO

term *
AZO XY

* term *
DI AZO METHANE

Figure 5. Truncation Modes

HT RESEARCH INSTITUTE
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ACTOMYCIN
ACTOMYCIN
BIOMYCIN
ERYTHROMYCIN
NEOMYCIN
STAPHYLOMYCIN
STREPTOMYCIN

1

The one search term *MYCIN substitutes for 20 to 30
specific terms which are not shown. The use of
simultaneous left and right truncation would pick up
all of the above terms plus plural forms e.g.,
ISTREPTOMYCINB, and those with terminal punctuation
e.g.,"ACTINMYCIN.%

Logic

Profile terms are related to one another by means of
logic symbols. The logic symbols used for the logical
operators AND, OR, and NOT are:

Logical Operators

AND
OR

NOT

Symbol

$1
The logic expressions.for profiles can be as specific and
involved as is necessary to express the user's question.
While most expressions are relatively simple, any ex-
pression can be handled by the system. Fbr example, the
following expression would be_legitimate:

(((A&B) (CIDIEIF)) &-7G) I ((H&J) 6r1J)

Linking or Grouping of Terms

In order to simplify the writing of a profile, similar
terms may be linked together by a link code and then the
group will be referred to by the single letter code. An
example is given in Figure 6, where a user has requested
information on reactions of halogens and alkali metals.

User Aids

In addition tO providing many options for preparing pro-
files we have developed a number of aids to help users write
profiles, select words, truncate words, and word fractions.
Index Terms and Hit Terms are printed on each output card to
provide the user with information for revising his profile.

RESEARCH INSTITUTE
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Terms L.nk Code

Halogen A
Halide A
Fluorine A
Chlorine
Bromine A
Iodine A

Terms Link Code

'Alkali metals
Lithium

AND
Sodium
Cesium
Potassium
Rubidium

Rather than:
(Halogen I Halide I Fluorine I Chlorine I Broritine I Iodine)
& (Alkali metals I Lithium I Sodium I Cesium I Potas'sium

rubidium)

User specifies: (A&B)

Figure 6 - Linking or Grouping of Terms in a Profile

Search Manual

The CSC Search Manual explains the basic techniques
of profile writing, including: question formulation, con-
cept identification, concept expansion, profile refine-
ment and profile modification. Methods for using search
terms, truncation, logic, links and weighting are described.
A Supplemental Guide has been written for each data base.
The guide demonstrates profile writing tailored to the
specific data base.

Truncation Guide

A Truncation Guide illustrates where to truncate a
term in order to retrieve the maximum relevant words
with the,minimum noise. Figure 7 from the profile
Truncation Guide demonstrates the retrieval ability of
various forms of terms related to the concept ANALYSIS.

Frequency Lists

A Frequency List in frequency order and a Frequency
List in alphabetic order have been prepared for each data
base. They are used to assist in selection of search terms.
A high frequency term will produce a high volume of hits
unless it is combined with another search term or assigned
a low weight. A low frequency word might be used
independently. Frequency lists are used as rough indica-
tors of the volume of output one might expect to receive
for specific terms. Our Frequency Lists have been pre-
pared for one volume of each data base.

UT RESEARCH INSTITUTE
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KLIC Index

A KLIC Index (Key Letter-In-Context Index) has been
prepared for each data base. The KLIC Index is a
lexicographic ordering of all terms in a data base by
each haracter (alpha, numeric or special) in the term

character string. It is a permuted arrangement sorted
by character with the balance of the term wrapped around
it. See Figure 8. The KLIC is used for linguistic
research and as a user aid. By consulting the KLIC one
an determine the retrieval capability of a particular
etter combination or term fragment. The KLIC is used

to identify letter combinations that are highly specific
and would therefore be discriminating search terms e.g.,

e character string *YBD* does not occur anywhere in
the CA or BA data bases except in the term MOLYBDENUM
(Note: in a literary data base it would occur in the
mythological character SCYLLA and CHARYBDIS). Thus,
*YBD* could be used as a search term .fox molybdenum.

On the other hand, letter combinations that occur fre-
uently in many"irrelevant terms shoUld be avoided

e.g., the letters RNA for ribonucleic acid could be used
NN as a search term assuming one did not: specify siwaltAneou
\Oft and right truncation *RNA*. The simultaneous -1.

<teeruncation mode would retrieve more than 200 irrelevant
words. Some of these'are:

ALTERNATE

BARNACLE

CARNATION

DIURNAL

FINGERNAIL

MATERNAL

Biqram Frequency List

The KLIC Index indicates where letter combinations
occur and our Bigram Frequency List, which provides
a frequency count for every two letter combination in
the data base, indicates how often each bigram occurs.
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KFY-LFTTY,-IN-10NTFXT I4DE('

ANIM ALS' /

CYST ALS' /

m/r;FR ALS' /
OrPIT ALS' / .

CHIMIC ,4L5' /

mATIPI ACC'-
T'^w-RAOIC ALS' /CA

ALSACE /
4LSACIENNFS

R ALSAm. /

ALSAmINA /
V ALS4Q14 /

,10 S ALSBURY /

ALOE /
CAT ALSE /

W ALSPR, /

S 4LSES-LA /
W ALSH / -

W ALSH, /

TH ALSIMINE /

4SPH T /

DI ALT /

nrkS ALT /
H-S ALT /

SULF 'LT /

TPICOB AL /

ACYLCrY3 ALT /

FUSFD-S ALT /,

WATER -S ALT
IRON-COB ALT r,
MOLTEN-S ALT
ADIOCOB ALT /"
ZINC-COB ALT /

AMmINECOB ALT /
4TiFOUS-S ALT /
ORGANOCOB ALT /
SULFATE-S ALT /

---COPDEP-COB
TrnN(11)-S ALT /
NICKFL-COB ALT /

,MilynPnTH ALSIMINF / ANINATOCOB ALT /AL
ALSINCIOES / 4RBIOE-COP ALT /C

H2n / NA 4LSIO4-S1_02-
.

NICKEL-COP ALT /IRON-
_

ALs1n6 / YRAZINECOB ALT
_
/P

PERIST ALSIS / LADIUM-COB ALT /PAL
LI ALSI206 / ANGANATF/S ALT /PERM
CA ALS1?" / ATINUM-COB 4LT /PL
NA ALSMP / CHEIDEANST'ALT IS

CZOCHR ALSKI / MARIUM-COB ALT /SA
LERINAPIFRELSLLMISCH---RIALLYLCOB ALT-/T

MICH z777",--%/ TTRINM-COP ALT /Y
TEMP ALSKI, / S ALT. /

KATCH ALSKI , / / COB ALT((II)OREA
C7nCHR 4LSKI1S / YANIOF)COB ALT(I) /IS9C

AL SKY, / LT(II)/COB ALT(II /COPA
COB ALT(II)/

C ALSNS / OXIDF-COB ALT(II) /

rS /

ALSO / YRWINECC'l ALT(II) /P
S 4LSOL4 / LIGANDCOR ALT(II). /

S ALSOLINE / PTTPE /COB 4LT(11)-PIDE
ALsoN / AMIC / CM ALT(II)-GLUT

INGWALSON,-/ ILOTR /COB ALT(II1-NIT-:
H ALSTPnli / '41', /cm ALT(II)-4,4'

ALSTEN, / LT(II /COB ALT(II)/COR4
ALST')NIlr, CAP ALT(II), /

SAmMINI-.COB ALT(III /HrX
ALST'INIA I TioNINFC0B ALUM /P .f%

R ALsTnNITTc /----

ALSTOPYLLIN
COB ALT(III) /

H A0O1COP At T(111) /

G ALfTYAN, / CfR ALT(III). /

V ALST',''04 / ICALL /COP ALT(III)-o0T
NAPHT,4 1LSIILC"IIr / MnTrP /Clot ALT(III)-P--

M ALT / cnk ALT(TtL), /

S ALT / S PLT) /

11AS ALT /

cn ALT I

Cflq ALT) /

ANT ALT) / 3
4 .

Figure S. KLIC Index Entries
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Communication with User

In order to maintai-n good 'rapport with users and tolo;-----
sure that their profiles are functioning efficiently to
provide the d sired information, CSC uses many avenues of
communication ith users. Among them are:

s

o unil ited profile changes

o Low cos profile switch

o ,Evaluation -sorts
(95% response mplies use)

o Feedback cards

o Continuous precision calculations

o Telephone contact

o Comments on profiles to suggest-changes
in logic weighting, and grouping of
terms, or to suggest use of new data
elements or new terminology

1

The concern for users is of extreme importance to
information centers. Information systems are designed to
be used and if the clients are not satisfied with the service
they will not use it.

HT RESEARCH INSTITUTE
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REASONS FOR USING THE SDI SERVICES OF AN INFORMATION CENTER

There are some scientists that have no need for or cannot,
use SDI. There are thpse who have no need to monitor or use
the new developments a field, those for whom there is no
appropriate data base,'thoSe whose area of interest is so ex-
tremely narrow and highly specialized that the appropriate
terminology is unlikely to be used by authors in titles or by
indexers in index terms, and those who can truly monitor the
publications in afield by scanning a handleable number of jour-
nals. The members of this group are not nearly so numerous as
they might think.

It remains,then that there are many scientlipts who do have
a need for SDI, and there are advantages and reasons for using
the SDI services of an information center. They are: (1) the
extensiveness and inclusiveness of the broad coverage, (2) tho-
roughness of search; (3) interdisciplinariness; (4) high recall;
(5) cost effectiveness; (6) speed and regularity; (7) timeliness;
(8) multiplicity of data bases; (9) automatic preparation of
files in standardized format; and (10) cost of data base pre-
paration and operation of an SDI system vs. subscriptions.

Coverage

The first and most obvious reason for SDI, is that for the
most part, it simply cannot be done manually any more because
the volume of publications is so large. While formerly one
could °eyeball" Chemical Abstracts or other secondary sources
to cover the literature in his area of specialization, this
would now be a monumental task. The journal coverage of data
bases such as,CAS Condensates, BA Previews and others is quite
extensive; for example, in the field of chemistry a year
worth of Condensates includes 300,000 chemical references taken
from approximately 20,000 journals -- such extensive coverage
cannot be duplicated elsewhere. In the field of biology, BA
Previews includes approximately 250 000 references selected from
approximately 8,000 journals. In engineering the COMPENDEX data
base produced by Engineering Index includes 75,000 references
a year from 3,500 journals. There are many additional data
bases providing extensive coverage in their respective fields.

Thoroughness of Search

Machine searching is more thorough than human searching.
The computer will search every profile term against every
citation on the data base - no reference is overlooked and
human fatigue is not a factor. Once the term matches have been
made then the 'hit' citations are checked to see if they satisfy
the logic the user employed to relate the terms to each other.

RESEARCH INSTITUTE
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Consistency of Search

A machine search evaluates every cite ion in the data base
in exactly the same manner. The search s rategy and criteria
for selection are employed in the same way for the first citation
on a tape and for the last citation. While a human searcher is
likely to be affected by fatigue and boredom, the computer is
not.

Interdisciplinariness

One of the most important reasons for using a machine search
is related to the interdisciplinary character of research. The
user may be working in a fied that requires coverage 'C'r several
subfields within.a data base or several data bases. For this
reason it would be very difficult to identify and manually search
all the appropriate portions of a data base. It is also becoming
increasingly difficult to anticipate which area of subspeciali-
zation a particular journal article might be assigned to within
a secondary source. For example, an article dealing with a
particular air pollutant might find its way into any one of a
number of sections in CA -- all of which would be correct.

An organic chemical could be assigned to one of the organic
chemistry sections; if deXected by some analytical device it could
be attributed to one of the analytical chemistry sections; as an
air pollutant to the air pollution section; if it were inhaled
and produced a biologic effect it might be assigned to toxicology;
if it were deposited on a body of water it would apply to water
pollution; and if deposited on the ground, it might apply to the

section on soil and plant growth.

This is just one example but there are many and this inter-
disciplinary factor has been cited by our users repeatedly as
being a real advantage. Many tiers,who had manually searched
CA for years, thought they were doing-a good job and thought ,they
knew exactly which sections of CA would be appropriate, were
very surprised to find that the SDI search located relevant
references from sections they would never have examined.

High Recall

Because of the previously mentioned advantages it is possible
for the user to achieve a higher recall with SDI than he could
manually. Naturally, the value of high recall vs. high pre-
cision varies from user to user depending on his objective in
using the service. The user or the profile coordinator acting
for the user must weigh the tradeoffs and determine whether
he can afford to miss a few relevant references in order to
achieve high precision or whether he can afford to retrieve
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some irrelevant references in order to ensure his not missing
anything.

An example of the reSl ability of the system is the case
of one of our user compakies that maintained a manual search
system parallel to the SDI-g provided and compared the output

47
for over a year. For many ears and throughout the experimental
year 20 bench chemists divi ed up the sections of CA and searched
for references relevant to the companies areas of research. The
output of their search was forwarded to their technical library
as was the output of our SDI. Eleven profiles were written and
run against Condensates. The results of the study was that
the manual search identified 5% more relevant references than

ithe machine and the machine identified 15% the chemists missed.
Simply, if total relevant references identified by both sources
is considered 100% then the recall for the manual search by
professional chemists was 87.5% and the recall of the SDI system
was 95.8%. Naturally, the SDI produced about 60% non-relevant
citations but the time regillired to evaluate and reject these
was not' significant. toant. The truly significant factor is the
economic one. .-,

Cost-Effectiveness

The value of an SDI system can be measured in terms of time
saved. There are many other values but cost effectiveness is
the criteria that is most often appi'ied by the subscr%ber. ,Not
all cases are so dranitic, but in the example cited above the
cost of the manual search using average rates of $20,000/man
year was $87,000 whereas the cost for the eleven profiles was
$2,800 (or $4,500 using our current price schedule where sub-
scription rates are related to number of profile terms).

An American Chemical Society survey reported in Chemical
and Enqineering_News 47:3;, July 28, 1969 that the average
industrial chemist sp4aDds 11.8 hours per week in current
awareness and literature searching. Of the 7.5 hours spent
on current awareness SDI effected an average savings of 3.1
hours far every hour spent. Assuming an expense to the company
of $15.00/hours the savings over a year would be almost $2,500.
Perhaps much of the time would have been speht in off hours
and would not have netted the company additional productive
man hours. HoWeVer, conservatively speaking, a rule of-thumb
might be that if the-user saves only one hour per week, at
$15.TO/hours the cost tg.-4780.00 which is considerably more
thanithe average cost of $60/year for an SDI profile.

tai
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Speed and'Reqularitv

A machine search is done very rapidly and the search for
each user is done each week on a regular basis. The machine
does not have time off for illness and vacation. The human
searcher on the other hand, may become burdened with othei-

0 tasks and may not have time to go to the libraryreach week.
Even in cases where the users area of research is narrow
enough and well defined so that he can rea,dily do his own
current awareness of CA by searching a limited and manageable
number of sections the 'question remains, will he do it and
will he do it on a regular basis? If the library is located
some distance from his office or if he is one of many users
on a long distribution list, he is unlikely to read the current
issue when it is published. SDI provides him his output 8n a
regular basi,s regardless of these circumstances. At IITRI, we
have been pro_yiding SDI from CA Condensates on a production
basis for two years and we have never missed a weekly run due
to anything related to our system. ( In one instance the
supplier was late in producing the tape causing a delay in
the search).

Timeliness

The magnetic tape version of a seconctary source is usually
made available prior to the publication of the hard copy. At
IITRI the Condensates search tape is received 1-2 weeks prior
to publication of the Chemical Abstract's. The tape is held for
a week to provide a backup copy in case any issue is deleted in
production or in the U.S. mail. The search is conducted and
output received by users approximately 1-2 days prior to receipt'
of the hard copy in their library. This enables the user to
check abst acts at the time he reviews his output citation cards.

Multiplicity of Data Bases

Many organizations require journal coverage from a varj.ety
of sources in widely divergent disciplines. They need to use
several data bases or secondary sources and if this is done.
in-house they must be aware of the coverage, terminology and
indexing practices of the different suppliers. And, as changes
in the data base occur they must be accommodated by the rch
in preparing search terms and strategies.

Automatic Preparation of Files in Standardized Format

erThe output of an SDI search is cita s that are printed
in a standardized format. In cases, su as our system at
IITRI, the citations are printed, togethe with index terms
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and hit terms, on cards thus providing a unit record file from
which irrelevant or obsolete material can be deleted. In
contrast with printouts on computer paper the citations can
be sorted and filed according to the user's preference and it
is not necessary to retain irrelevant citations. The user's
file can be purged and rearranged as needed.

Even in cases where a user can search the current issues
of CA or another data base it might be worth it to subscribe to
SDI solely for the convenience of having the appropriate re-
ferences printed on cards in standard format. Few scientists
relish copying citations out of CA nor is it always convenient
for a secretary to go to the library to type them.

Cost of Data Base Preparation and Operation of an SDI System
vs. Subscriptions

Cost of Data Base Preparation

The cost of.preparing a data bape, which is,borne by
the suppliers and incurred only once') is high. We infor-

P mation center and subsequently the subscriber pays only a
small fraction of the cost.

The Condensates data base covers approximately 20,000
primary journals, includes more than 25,000 new citations

- per month, and the cost of preparing this data base in
machine readable form is very high. It is unlikely that
an individual company or other user organization could
afford to select, abstract,-edit, index, keypunch, compose,
print and otherwise' prepare such a collection. Even pre-
paring a data base from the journals known to be of interest
to an individual company would probably cost much more than
the total subscription fees required to provide SDI from
the same sources.

Clearly, data base preparation is an expensive task
and user organizations would not want to duplicate the
efforts of the data base suppliers. The next alternative
is that of processing data bases in-house and operating
an SDI system: This too, is more expensive than one night
anticipate. The mere purchase or lease of a data base is
not all that is required to run an SDI system. In fact,
the costs associated with obtaining a data base are
extremely small relative to the balance of the expenses.

Cost of Operation of an SDI System

Operating costs can be considered p four in kind:
data base; materials, equipment and fufniture; machine
time; and personnel. Details for some of she specific
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cost items are given in Figure 9.

N

Data Base Related Costs:

Purchase or lease of data base

Royalty payment to data base supplier for all hits
or citations disseminated

Materials, Equipment and Furniture:

Purchase or lease of keypunch and terminals if needed

Purchase of expendable materials e.g. cards, paper
products, postage, office supplies and various
out-of-pocket expenditures including ,travel

Furniture e.g.: special file cabinets to hold tapes,
printouts, listings, etc., and standard office
furniture.

Machine Time;

Production:

Reformat data base

Edit profiles

Prepare profile input for search

Search

Sort and format output

Print

Statistics:

Tape library maintenance

Research and Development

Personnel Time:

Management

Marketing

Systems design

Programming

Profile maintenance

Keypunch

Clerical

e

4

Figure 9. Center Costs
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The efficient operation of a center requires (1) A
management component to direct and oversee all production,
research and development activities; (2) A marketing com-
ponent to develop a market and ensure use of the center
(a) A systems designer` is required where software systems
are to be designed in house--this type of staff is not
essential where available' software is used (4) Programming
capabilities are required to: (a) develop software
(b) modify existing software for internal use, (c) change
and improve software (d) adapt to changes in operating
system, compiler and configuration and (e) adapt to changes
imposed on the center by data base suppliers such as new
data el ents, changes in data base format, changes in
record rmat, change's in machine code, changes in storage
densiti , etc. (5) A subject specialist is needed to
handle profiles and maintain liaison with users.

Profile coordination involves writing profiles;
monitoring profile petformance, output and user response;
keeping abreast of data base changes such as indexing
procedures, vocabulary, subject and journal coverages
etc., updating and modifying profiles in response to
changes in user interest or in data bases; and maintaining
user records with respect to precision values, number of
hits and any other type of statistic the center maywish
to maintain.

The data base expenditures and materials are the
smallest items in a center s budget. In our own case they
amount to less than five percent of our expenses. Computer
time and personnel time are the major cost elements. Some
people have been rushed into thinking that for the re-
latively minimal investment of $5,000 to $10,000 for
acquisition of data bases they can process tapes in-house
or operate centers. This is a very unrealistic outlook.
A rule of thumb might be that efficient processing of a
data base would require at least 100-200 users and an
information center needs about $100,000 per year to
operate. This is a broad generalization, since I fully
realize that software efficiences and personnel require-
ments will vary among centers depending on the overall
system computer installation, quality of profiles, re-
quirements of users and services provided. Bear in mind
that these costs assume that software is already avail-
able and need not be developed.

Cost of Subscription

The expense involved in purchasing subscriptions to
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the SDI services of information centers is by far the
most economical way of providing SDI to the average
company. Individual profiles range in cost from
approximately $100 to $500 per year depending on the
center, the data base, the number of terms and the
volume of output. The average company can purchase
many subscriptions to many data bases for a small
fraction of the cost required to process in-house.
Use of existing centers provides the user organi-
zation with far more flexibility in terms of varieties
of data bases, types of services, etc. than could be
experienced in-house. The user company has no commit-
ment to a hardware configuration or software package,
nor does he have a payroll to meet.

The number of centers in operation in the U.S.
today is more than adequate to meet-the needs of the
limited market. They and their -sponsors have borne
the cost and headaches associated with design and
development, and they are now ready to share the
fruits of these efforts by providing service to
industry, academic institutions and government
facilities.' For the most part, ,development costs
are not passed on to users in subscription fees --
only operational costs -- so it behooves members of
the scientific community to take advantage of the
investment.
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A NEW APPROACH TO COMPUTER ASSISTED DESIGN

OF ORGANIC SYNTHESES

W. Todd Wipke
Department of Chemistry
Princeton University

Princeton, New Jersey 0854o

"In other words, automated planning of synthetic routes could en-
hance progress by five -fold and develop the state of the art to the same
high level achieved in the elucidation of structure. It seems quite
reasonable to anticipate that computer automation will eventually come
to synthetic chemistry just as new instrumentation has come to structural
problems.

To be perfectly fair, it must be admitted that such automation
cannot be expected to materialize soon. The prodigious problem of pro-
gramming stands as a barrier which will be assailed only where the in-
centive is equally great."-

This paper will higlight the importantltspects of this "prodigious
problem of programming" paying particular anention to the issue of
representation. Part of the material presented here is drawn from the
first synthesis program. OCSS, by the author and E.J. Corey.2 part from
LHASA. which is OCSS with a considerably extended chemical module by the
author, E.J: Corey. R.D. Cramer,III. and W.J. Howe.3 The remainder
pertains to the new synthesis program being developed at Princeton by

,

the author. T.M. Dyott, and P. Gund.

A View of the Problem

Designing a synthesis is a challenge fox a chemist because it
focuses all of orgAicchemistry toward the siolution.o'f-One problem.
In the same way, it is a challenge to teach a. computer bow to plan
syntheses. because it brings to bear not onIF the field oorganic
chemistry. but also that of computer science taward'the solution of one
central problem.

By building such a program-we gain problem solving. capability, we
gain understanding of our own problem solving processes in general and
that of synthetic analysis in partitular, and perhaps most important.
we gain new ideas for laboratory research. Anyone who has programmed
a computer knows that in programming a solution to a problem. one de-
velops a complete understanding of the problem. In removing the mys-
teries from synthesis we must.be careful not to simply transfer them to
the atea of computer science. That is. we must also remove the mys-
teries of programming complels problem solvers.

Synthesis can be viewed from several different directions depending
in part on the motivation fot the synthesis. The first type might be
characterized as an industrial point of view. given A, what can be made
from it it given range of reagents in a few steps. By necessity

)
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Type I A ------* ?

Type II A T,

Type III ?

this problem requires working forward. A type II synthesis is one
characteristic of very complex molecules such as progesterone. Here

the target T is given and a similar complex available material A is

chosen as starting material. The problem is to find the interconnect-
ing paths between them. Finally there is tfie type III synthesis,

characteristic of total syntheses. The target is specified, but there
is no prejudice as to reactions or starting materials. Of course this
problem requires working backward for a solution. ,We are currently
most concerned with this latter approach, but methods developed for
the type III will have some applicability for the other types as well.

The'general theory of synthetic analysis as applied to compltx
molecules has been previously discussed2 and a particularly simple
yet powerful technique for the design of organic syntheses has been termed
the "logic-centered" approach. In its "pure" form the method starts
with the synthetic objective or "target molecule", T, and by synthetic
inference derives the set of precursor molecules which can be expected
to be converted to the target molecule by one synthetic step or a se-

quence of simple steps. Repetition of this process treating each
precursor as a new target generates the familiar "tree" of synthetic
intermediates, An important goal of the "logic-centered" approach is
to lead to precursors which are simpler than the target. The analysis

terminates upon production of precursors which are acceptable as.tarting
materials'.

The "logic-centered" approach while it lacks the exciting intuitive
insights of the chemist is still quite powerful and is well suited for
computer execution. The first synthesis program, OCSS (Organic Chemical
Synthesis Simulation), used these principles. The validity of the syn-

^thetic tree produced by OCSS is a true reflection of the effectiveness
of the logic-centered principles, for a computer cannot as yet rely on
"prior synthetic experience."

The Computer's Role is Obvious, or is it?

It sounds so simple, "feed the computer all known reactions and let

it apply them in every possible way." This brute-force approach fails
even with the biggest computer. because the number of possible branches,
in the synthesis tree is so large. It can be argued that synthesis is
more complex than chess and it has been estimated that there. 101`J

different paths in a complete chess maze.' Clearly the brute-force
method won't do.
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The clue to intelligent behavior is selective search guided by
heuristic rules. One such rule has already been mentioned--the striving
for simplicity. Thus transformations which do not ultimately simplify
the target are pruned as early as possible. Good chemical heuristics
minimize the ever present risk of pruning away good solutions.

In theory the computer could solve the entire synthesis problem
without human intervention, but in practice we have insufficient know-
ledge of chemical reactivity and of proper evaluation criteria to permit
a closed solution. To cl2se the loop we use a Chemist to evaluate
results and guide further search. By saving some of our human chemical
input for execution time, we gain flexibility and power to meet situations
unanticipated during the programming. Programming the closed solution is
hampered also because of the difficulties in fitting such large problems
to current computer memories and of organizing and controlling it once
there. the chemist-computer combination for now appears to be the best
arrangement.

The General Scheme

The elementary problem solving scheme shown below is applicable
to the problem of synthesis regardless of direction of analysis, forward
or backward.

1. Communication of problem
2. Perception of problem
3. Selection of chemical operators
4. Creation of sub-problems (precursors or products)
5. Evaluation and output of result, Quit if done

,41 6. Selection of next sub-problem and go to 2.

Fortunately, the above functions interact infrequently and in
well defined ways. This enables a modular program design and the use
of overlay structure to increase the effective size of the computer.
The program being developed at Princeton embodies a new approach of
giving the computer a molecular model to which it may refer in its
analysis. Thus where the OCSS family of programs had five modules, there
are now six modules:

1. Graphical communication
2. Strategy and Control
3. Model builder
4. Perception of structural features
5. Symbolic structural manipulation
6. Evaluation of precursors

...,---

,--

Several of these modules will nowbe described to portray in a
general way the form of information and processing involved and the
significance of the form. t

10
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Graphics

10...:11.01
Strategy

Control

Plotter

Model

Builder
Eveluatio

a

Graphical Communication

Symbolic

Structure,
Manipulation

The graphical communication module lets the chemist-computer team
converse freely in terms of standard structural diagrams. ,OCSS,pio-
neered the use of a two-dimensional Rand Tablet and cathode ray tube(CRT)
for this purpose. Recently we reported preliminary work using an
acoustic three-dimensional tablet for entry of chemical structures into
a computer and an Evans and,Sutherland display system for stereo viewing
of the structures.5 The acoustic tablet consists of three strip micro-
phones and a pen which emits small-sparks. With this equipment which
was developed at Princeton, the program can sense the pen X,Y,Z coordi-
nates and the status of a button on, the side of the pen which signifies
the beginning of a bond or a pointing action. The current graphics
module is written using a new FORTRAN General Interactive Graphics Lan-
guage6(GIGL) and permits entering two- dimensional structural diagrams,

freehand three-dimensional drawings, or a relatively accurate molecular
model traced from an actual physical model of the Fieser or Dreiding type.

By using graphical communicAtion, debugging is simplified, the
language and nomenclature problems are avoided, and the program becomes
palatable to organic chemists who now can understand the input and output
without learning codes or in the case pf 3-D, without having to supply
atomic coordinates. The internal representation which the chemist never
sees is a rather standard conriection table which forms the fundamental
structural representation.2
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Model Building

This module must construct a fairly accdrate three - dimensional
model of the target molecule and subsequent precursors if requested,
regardless of the type of structure, with or without initial atomic
coordinates and in a minimum amout of time. The approach taken in-
corporates heuristic classical-mechanical constraint satisfaction tech-
niques7 to derive a model of minimum "strain energy." It relies on
the chemist to guide it to the desired conformation of the molecule,
which he can easily do using the acoustic tablet in 3-D. Experience
with the program indicates that it can usually build a reasonable model
given only a connectivity table or even given random coordinates- -

showing that it is good at avoiding false minima. Details of this
program module will be presented in a later paper.

Perception of Chemical Features

The perception module, the eye Of the program, takes the raw connec-
tion table created by the graphics"module and digests it into more useable
and recognizable forms. This processing is carried out on a variety
of levels from primitive to complex, creating new data structures
appropriate to the complexity of the perception. On the lowest level
information is simply transferred from the connection table into sets.
A set is a contiguous string of binary digits (bits). If the ith
bit in the set is a "1", then the ith object is a member of that set.
Examples are given below. Although sets can store only binary informa-

9
H

8
0

SAAA(2) = 101000010
SADA(3,2) = 000010000
SAASA(SAAA(2)) = 111101011
OXYGEN = 000000110
BOND2SET 000001100
AND(OXYGEN,BOND2SET) - 000000100

Set of atoms alpha to atom 2
Set of Atoms degree 3 away from 2
Set atoms a to a set of atom 2
Set of oxygen atoms
Set of doubly bonded atoms
Set of doubly bonded oxygen atoms

tion, the combination of sets by logical operators provides a simple
means for expressing complex processing. Further, digital computers
process bit strings in parallel, 32 or 36 bits at a time, making set 1

operations the most efficient processing available. A complete set of
FORTRAN routines provides every conceivable set operation.

On the next level of complexity, functional groups are recognized.-
Now we need to store the type of functional group, and how the "standard
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form" of the group maps onto the target molecule, that is, the origin
of the group and its constituent atoms and b nds. This requires a new

data structure called a list or linked - list. \A list is composed of cells

which come from and are returned to a common torage pool of cells.

The "head" of the cell contains a datum or a pointer to a sublist and the
"tail" contains a pointer to the next cell on the list or an "end" code.
The groups in the previous example would be represented as below. (The
box represents the head of the cell which contains packed data.)

GROUPS

ALC 1

t.

7

f 1

2

g

>1 e 5

9

Each sublist is a grotp which has a type and a group sequence number.
Cells following contain a bond-atom pair except for the first cell.
The chemist's origin of the group is usually the second cell of the

group (the third cell of the sublist). Lists are useful for storing
data which is of variable length and structure such as groups and rings.
For the flexibility, we pay a penalty of a 50% increase in consumption
of storage space and processing time.

The perception continues, building on lower level perceptions, to
recognize and represent more complicated groupings such, as aromatic
rings and groups extended by congugaaon with double bonds. Lastly

perception utilizes its molecular model and derives chemically signif-

icant features such as close spatial arrangement of two groups.

Control and Strategy Module

Preliminary decisions on what general goals should be sought are

made by the strategy module. Using the perceived information and any

global information, it attempts to determine what the most imlbrtant

pAblem is, ego to change foreign ring systems into familiar ones, to

change sensitive groupings into more stable ones, etc. It also keeps
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track of the precursors created by subgoals so they can be operated upon
by the higher level goals. The design of the goal oriented executive
was based on early artificial intelligence research in chess and geometry
theorem proving.9 The generality of this technique permitted major
changes in the synthetic strategies and processing with little or no
change in the executive.

Transform Selection or "What to Do"

Everything prior to this has been preparatory for this stage of
processing. The problem is "how do we choose what chemical transform to
use?" Each chemical reaction can be characterized by the pattern of
functional groups or other structural features it leaves in the product.
Thus we organize the reactions by special features or relationships
found typically irLthe products of the reaction. For example, the Aldol
reaction leaves a 1,3 hydroxy-ketone or 1,3 double bond-ketone in the
product. The first step then in answering this question is to make ap-
propriate associations between target molecule and chemical reactions.

FunctionL 'groups are assigned to classes according to functions they
perform, el, CYANO group is also an electron withdrawing group (WGROUP).
Two groups are selected and the relationships between them are determined
as the number of bonds separating them, stereochemical relationships
or even spatial relationships. Each relationship with all possible
pai #ings of class names is matched against the associative memory.
(This is a simplification, there are several associative tables.) A
match means the relationship ma be chemically significant. So far the
search has been target-driven.

When a match is found in the associative memory, an interpreter
takes over in a table-driven search to evaluate the environment of the
groups and the path between them. The interpreter examines coded
entries in a chemical table which cause it to determine the presence or
'absence of certain features and increase or decrease the rating of
that transform accordingly. The idea for this target-driven:table-
driven combination stems from the design of the efficient functional
group recognizer in OCSS.2 This combination only requires storage of
the key structural features recognized by the general perception module,
and leaves detailed perception to the environment evaluating interpreter
as needed to answer specific queries in the table. It would be im-
practical and undesirable to attempt to anticipate all possible queries
by perceiving all possible relationships.

But perhaps the most important feature of this method, and in fact
the reason it was selected, is the language used to create the coded
tables. This language was developed for OCSS in 1969 and since then
has undergone considerable extension. A simple associative entry for the
Michael reaction is written in an early dialect of the language to
demonstrate the readability of the statements.

z),
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A key concept in organic chemistry is that bonds are made along
a linear path on the structure although the path may be cyclic. Thus
when the program finds a pair of groups and the path between them, it
has already established a reference system for describing and executing
a transformation involving those groups. A canonical ordering of the
groups determines where the numbering starts.

0 0 0 0

CIiC2 C3 + c4--c5 f cf-c-c6-c4-c5

Michael Reaction. Single arrow is the synthetic direc-
tion; double arrow is the analytic direction. The partial
associative entry is shown below.

,oxo oxo 5
PRIORITY 50
'SUBT 30 IF WGROUP CBN3

SUBT 10 FOREACH RGRP ALPHATO CBN3 OFFPATH
KILL IF DBOND ANYWHERE ONPATH

CONDN SULK
BREAK BOND3
MAKE BOND2

When a match is found in the associative memory, the matched trans-
formation is given a base priority for execution. The environment of
the groups is checked by qualification statements in the associative
entry. In the example, the presence of an electron withdrawing group
on C3 on the path lowers the priority of the transform by 30. The pri-
ority of the transform is lowered further by 10 for each alkyl group
attached to C3 not on the path. Finally, the transformation is dropped
from consideration if there-is a double bond anywhere on the path
C1 -05. If there are groups sensitive to slightly alkaline conditions,
the conditions of this reaction, then the priority is further lowered.
The last two entries direct the program how to perform the transformation
in the analytic direction. The transforms are executed in the order
of their final priorities with a minimum priority cut-off.

Evaluation

Machine evaluation of precursors has so far only been concerned
with the valence of atoms, electronic stability, implausible bonding,
and in a crude way with precursor simplicity.2 The molecular model
will improve the evaluation of strain in the structure. The missing
criterion, which the chemist has supplied, is the liklihood .of the
forward reaction occurring as predicted. A forward working chemistry
module could certainly help fill this gap.
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Remaining Problems

The OCSS program has been quite successful in the design of
syntheses of molecules containing relatively few interacting functional
groups. A major problem is the ordering of operations on multifunctional
compounds. In part this is a result of the difficulty in predicting
relative reactivity of complicated functional groups.

Another problem is that of writing machine independent programs.
Our current project , -using ASA FORTRAN IV only because it is universal.
The language is poor f r symbolilprocessing. We have however through
the "plex" programmin technique managed to make the program indepen-
dent of the exact mac ine representation of the data even though the
data is packed. Thus transfer from one machine to another requires
rewriting only a small machine language interface.

Conclusions

The future of this problem solving method appears bright. The
new approach of having a 3-D model may open the areas of stereo-select-
ivity, steric hindrance and proximity effects. One can envision giving
the program an electronic model as well with which to evaluate charge
distribution and orbital symmetry. Certainly the power of the programs
will increase as its factual chemistry base increases and as chemical
heuristics are developed. While we have not surmounted the "barrier,"
it appears we are climbing in the right direction.

1Lewis H. Sarett, "Synthetic Organi.Chemistry: New Techniques and
Targets,'" presented before Synthetic Oiganic Chemical Manufacturers
Association, June 9, 1964.

2E.J. Corey and W. Todd Wipke, "Computer-Assisted Design of
Complex Organic Syntheses," Science, 10 178 (1969).

3E.J. Corey, W. Toad Wipke, Richard D. Cramer, III, and W. Jeffrey
Howe, "Computer-Assisted Synthetic Analysis: Facile Man-Machine Com-
munication of Chemical Structure by Interactive Computer Graphics,"
in press. See also adjacent papers by same authors.

4E.A. Feigenbaum and J. Feldman, Computers and Thought, McGraw-Hill,
New York, 1963, p. 5.

5W. Todd Wipke, Thomas M. Dyott, and Joseph G. Verbalis, "Inter-
active Three-Dimensional Graphical Input for Synthetic Analysis,"
Abstracts of 161st ACS National Meeting, Los Angeles, Calif. Mareh 2P,
1971.

6W. Todd Wipke, Thomas M. Dyott, "General Interactive Graphics
Language," Princeton Computer Graphics Laboratory, Memo 20,1-1; April
1971.
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7J.E. Williams, P.J. Stang, and P. von R. Schleyer, Ann. Rev. Phys.
Chem., 19, 531 (1968).

8Allen Newell, J.C. Shaw, H.A. Simon, "Chess Playing Programs and
the Problem of Complexity," in Computers and Thought, E. A. Feigenbaum
And J. Feldman, McGraw-Hill, New York, 1963, p. 39.

9
H. Gelernter, "Realization of a Geometry-Theorem Proving Machine,"

Ibid, p. 134.

1°C:G. Feldman, Douglas T. Ross, Jorge E. Rodriguez, "AED-0 Prog-
rammer's Guide," Electronic Systems Laboratory, Massachusetts Insti-
tute of Technology, Report ESL-R-406, January 1970, p. 56.
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(Grant 1 P07 RR00578-02) and to Princeton University for their support
of this work.

Cs

Co' /1v

o 0



10-70

Computer -Eased Searching of the Current Chemical

Literature by tne Individual Scientist.

LUerhard r:iehlmann

Simon Fraser University, 8URNABY 2, B.C., Canada

'(Experiences Gained After Two Years of Participation in the CAN/SDI
Project, National Sciehce Library, National kesearch Council of
Canada)

At present, some 300,000 papers of chemical interest, pub-
3isned in 12,000 journals, d countries and 17 languages, are ab-
stracted annually by Chemical Abstracts. Selective Dissemination
of Information (SDI), i.e., 'a computer-based pre-selection of arti-
clAs specifically related to the individual scientist's research in-
terest from this enormous number of source documents, appears to be
the most efficient way for the active-research chemist to keep up-
to-date on recent developments in his field.

Since 196u tne titles, keywords, author names and other bib -
liographic data of all articles covered by the major chemical ab-
stract and title publications--Chemical Abstracts (CA), Chemical
Titles (CT) and Science Citation jhdex (SLI)- -have been stored on

magnetiC tape, and these tapes are available for computer-search-
ing against personal interest profiles prepared uy or for individ-
ual chemists. The important parameters of publication frequency,
journal coverage and time delay between publication ofthe primary
document and release of the tape are summarized in Table I. Since

April of this year, the even (physical, analytical, macromol-
ecular and applied' chemistry) and odd issues (organic and dio-
cnel4istrY"-oc CA can be searched separately.

To review briefly the terminology used in writing a "search
profile", independent chemical concepts become profile
"parameters" which are linked together by AND logic. In the
example shown in Figure 1 which attempts to retrieve all current
articles on "hydrogen uondino in halo-alcohols" HYPROGiA
.1AL0:1 NJ Al.231WL represent three different parameters. each

oaraneter nay consist of several orofile "terms" which represent
closely related words, pirases or synonyms witnin the same con-
cept or parameter ano ;Ioicn are linked uy dk logic. In addition,

logic may ue used to .Jxclu4certain terms. A star at tne ,

Pelinning or end of a ter., snows tnn facility of front or end
trImation woich is used to avoiu toe listing of many words witn
the same root. This specific-profilP will retrieve all pacers
whico contain in toeir title at least one term of eacn parameter.
foe computer printout (Figur,. 1) lists tA%2 words or phrases .
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leading to retrieval, the complete bibliographic reference (muti-
lated author names, title, journal, page numbers, etc.), abstract
number (in case of CAC) and number of the CA or CT issue searched.
This printout which is in convenient card form for direct filing
is mailed to the chemist weekly (CAC, ISI) or biweekly (CT).

One of the factors contributing to the rather poor accept-
ance of computer-based search techniques by academic scientists
is undoubtedly their belief that the translation of a research
topic into computer-readable form is a complicated process. which
may require the learning of some computer language. Quite to the
contrary, profile writing is extremely easy (see Figure 1), and
the coding rules can be mastered by any scientist in a matter of
an hour. And if he does not wish to do his own coding, nearly
every Canadian university'library has one or more staff members
who have received training as "search editors" and can provide
expert assistance. At the present time, the science librarians of
the three universities in British Columbia are considering a joint
full-time appointment of such a person. All the individual
scientist has to provide is a clear narrative description of his
search. request, a list of 10-20 complete bibliographic references
from his file of relevant reprints and perhaps a number of syn-
onyms for certain specialized terms which may be used by other
chemists in the field.

The staff of CAS (Chemical Abstracts Service) and NSL
(National Science Library) are continually modifying their com-
puter programs in order to simplify coding even further and to
add versatility to their search service. Recent improvements
include:

a) Elimination of tne distinction between title (T) and keyword
(K) terms the latter of which were used exclusively for
searching the keyword indices of the weekly CA issues. Thus
in order to search both titles and index, each term nad to
be listed twice -- at twice tne cost. As a corrolary,
front truncation and the use of phrases are now allowed
for all search terms.

b) In addition to author names, titles and keywords, type of
publication (Books, conference proceedings, dissertations,
journal articles, patents, technical reports), language
and CA section codes are now searchable.

In order to evaluate the results of searching various data

G{)4



, bases against personal interest profiles and to suggest possible
profile improvements, NSL mails to each subscriber a "response
form" (Figure 3), i.e., a duplicate printout of each retrieved
reference which provides three spaces for judging the relevancy
of the reference: YES, NO or CANNOT TELL. These response forms,
if regularly returned to Ottawa, are analyzed by NSL to measure the
profile efficiency in terms of its "precision" which is defined
as the ratio of relevant.hits (a "hit" is a computer-retrieved
reference) to the total number of hits. The five profiles pre-
pared by 11 faculty members of the Chemistry Department of Simon
Fraser University (SFU) and searched in the CAN/SDI Project have
been foundto give an average 25:4 precision on a total average
weekly printout of 20 references per search question, i.e.,
five relevant papers each week. The so-called "recall" ratio
which is obtained by dividing the number of relevant papers
retrieved by the total number of relevant papers present on tne
data base may be used as another quantitative measure of profile
efficiency. Although this ratio is hard to measure, regular
manual checking of the tables of content of the 26 most important
journals publishing in my research area indicates fairly high
r-ecall (approximately tib%) although my interests cover tne wide
field of carbonyl condensation reactions which cannot be easily
described in GO profile terms.

This result shows clearly one of the major advantages of'
computer based search techniques over manual methods: By
simply scanning approximately 20 references arriving on my desk
,nory week, I discover about four out of every six relevant
pavers published in ny research area (assuming 2O precision and
u7,; recall) and, even more important, this includes articles from
some of the most obscure chemical journals. ftst of the un-
retrieved third of relevant papers are generally picked up by
coeckir cited references, manual scanning of tables of content
and rlading of a few major journals.

omparing tnetoree major cnemical data bases with respect
recall ratio (.1.xtent of journal coverage), currency and con-

venienc., I wouli rate CAC (Chemical Abstracts condensates) first.
Altoougn CA is less current tnan CT by about 1CY weeks, it offers
essentially complete coveragp of tne field and tne convenience of
listing austract numuer for ihnediate reference to more
JataileJ information tnan revealed
science (biology, medicine, etc.) j
on the ISI (Institute for Scientific

tams, tnis Jata vase is particularly

he title. Since life
is are strongly represented
rma ion, Philadelia)

ageous for biochemists.



10-73

Thus only one question remains to be answered: Can an
academic scientist financially afford a subscription to a

computer-based alerting service in these times of tight budgets?
Subscription to the source tapes is clearly cost-prohibitive for any
single university. However, searching these data bases against
a large number of personal interest profiles at independent re-
gional information centres like USL, Ottawa, is financially feasiole.
According to the new NSL pricing schedule which is based on approxi-
mately 700 subscriptions, regular weekly Searching of CAC against
a 60-term profile will cost $117 annually. At SFU, we have cut the
cost to the individual even further by combining the search re-
quests of several people on one profile. However, this technique
works only if the interests of the coopetating chemists are di-
vergent enough to avoid relevant computer printouts. ending up in
one mail box only when they really would have been of interest to
two or three participants. Thus with three contributors to one
60-term profile the entire CAC data base can be searched weekly
for less than $40 per person per year. Weekly, ,searching of the
Science Citation index for all papers which have cited one
specific target reference would cost an additional $3.12 per year.
The subscription rates for the ISI Source tape are comparable
while CT searching is considerably less expensive.

I am certain that in the near future additional data bases
will become available for searching and that wider acceptance of
SO' services by academic and industrial chemists will lower the
costs even further. The next step I can envisage for the devel-
opment of thege techniques is the searching and printing of entire
abstracts instead of bibliographic references alone. The possi-
bility of using computer-based services to keep up-to-date on
recent advances in tne field of chemical education or, for tnat
'matter, in the field of computer-based methods of information
retrieval should not be overlooked.
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TABLE 1

Tape Service Characteristics of Major Chemical
0

' Data Bases

CAC CT ISI

Publication
frequency Weekly Biweekly Weekly

Journal coverage WOO 3b0 2000*

,

Titles per issue $800 3000 5-1500Q

Average time
delay 14 leeks 4 weeks 3 weeks

Searchaole elements:

Title x x x

Keyword x ..

Author 4, x x x

Journal x x x

Citation x

* all ficlds of science
(approximately Lib° chemistry journals)

FIGURE 1

Three- Parameter Search Profile

Search Terms AHD AND but JOT

hYOR.,;GLI baiu* *Ha* ALCOHOL* PERIOD*

JR: HYUROCE.4 0KI0G* *FLUOR* *A.10L* FLUORIMLTER*

OR: *CHIA* '*ENOL* THALLIUM

OR: *' ROM* *CARBIAOL*

OR: *LW HYUROXY*

G..
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FIGURE 2
r.

Computer Printout of Bibliographic Data

HYDROXY, ENOL, HLOR, HYDROGEN BOND
PERELYGI, I.S., NUNOV, T.F.
INFRARED SPECTRA AND HYDROGEN BONDING OF HYDROXYLS

OF CHLOROSUBSTITUTED PHENOLS .

OPTIKA I SPECTROSKOPIYA
VOLUME 0029, ISSUE 0003, YEAR 1970, PAGE 516-18

PHENOLS**CHLORINATED**IR**HYDROGEN**BONDING**6LOR0**

AN 007977 0803 1EN 14 CO274

FIGURE 3

Computei. Printout Response Form

HYDROXY, ENOL, CHLOR,-HYDROGEN BOND
PERELYGI, I.S., AKHYNOV,
INFRARED SPECTRA AND HYDROGEN BONDING OF HYDROXYLS

OF CHLOROSUBSTITUTED PHENOLS.

OPTIKA I SPECTROSKOPIYA
VOLUME 0029, ISSUE 0003, YEAR 1970, PAGE 516-18

I

PHENOLS**CHLORINATED**IR**HYDROGEN**BONDING**CHLORO"

IS THIS CITATION USEFUL? YES NO CANNOT TELL

AN 007977 0803 tN 14 CO274
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Use of the ASTM-IR:File for Education

Joseph R. Denk

Curriculum Development Manager

North Carolina Educational Computing Service
P. O. Box 12175

Research Triangle Park, North Carolina 27709

The Dow-ASTM file of coded infrared spectra for 92,000 com-

pounds has become available through several commercial sourcesl.

4. These commercial sources offer a service which includes a running

software package to do searches on the file itself. To the know-

ledge of this author, all of these services are limited to

searches in which a infrared spectrum is "identified" from a com-

bination of coded peaks for thunknown apectrum and a limited

amount of structural information of the unknown material. The

file itself, once available, allows much more versatility in

searching and several possibilities for educational innovation.

The American Society for-Testing and Materials, ASTM, can

supply the original file of 92,000 compounds and an update of 50,000

additional compounds. This data base can be described as having

three categories of information for each entry:

(a) Coded spectral data,

(b) StructuralInfoimation,

(c) Other chemical information.

Since the file has both inorganic and organic entries, the infor-

mation in each 'category differs for these two general chemical

classifications.

For organic compounds,°the infrared spectral coding is avail-.

able for bands having over 30 percent absorption in the range of

1.0 to'16.0 microns. Structural information for each entry is sum-

1
Among these are Sadtler Corporation, Singer Corporation, and Dow
Chemical Corporation.
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41111

marized in Table 1. 'Other chefaical information includes melting

or boiling points and' empirical formula data.

Inorganic cOmpitinds have spectral coding from 11.0 to 35.0

microns for bands over 30 percent absorbance. Structural infor-

mation is limited to the presence of 92 possible Cations and 75

possible radicals. Again, melting or boiling point information

as well as empirical formula data are available.

Besides the ?bVious usage of such a file for organic quali-

tative analysis.bOarching. the large amount of structural

information suggested to the author several educational possi-

bilities. An inversion of the searching technique, i.e.$ going

from structural information alone to spectra, would allow semi-

quantitative studies in the effects of electron-feeding groups,

electron-withdrawing 'groups, steric hindrance, etc., or an

active infrared site. Band shifts and complications would be

available'from a compound "constructed" and searched from the

'file of published spectra. These possiblities are relevant

to chemistry courses covering structural theory, spectroscopy,

chemical and undergraduate research besides those

courses involving rganic or inorganic qualitative analysis.

The author obtained the Dow-ASTM file and constructed a

searching system for searching the file with any combination

of input informati to produce any combinatiow'of file infor-

mation. This syst1 , Wrared Spectral Information System,
. .

ISIS, allows organic.qmplitative analysis through spectral

information or through a combination of spectral and structural

information. ISIS also allows pulling out spectra that match a

combination of structural parameters designed by the user.

Further, ISIS allows any combination of these approaches.

GI 0

7
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TABLE 1

Structural Information for Organic Compounds

in the ASTM Infrared File

Specificpecific

Symbolic Groups

Position(s) of Unsaturation
in Chains

Oxygen Groups
,

Position) of Unsaturation
in Rings

Nitrogen Groups

Presence of Unsaturation Oxygen-Nitrogen Groups

Structural Type Sulfur Groups

Ring Size Sulfur-Nitrogen Groups

Chain Lngth Sulfur-Oxygen Groups

Number of Rings Sulfur-Oxygen-Nitrogen Groups

Position(s) of Substitution
in-Chains

Position(s) of Substitutes
in Ring§

Physical State

Direction of Rotation

Cis-Trans Isomerism

Presence of Spiro Arrangement

Type of Alkyl Group

Type of Alkenyl Group

Type of Alkynyl Group

Presence of Conjugation

Pres'9nce of Heterocyclic Compounds

4,
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Five general statements are involved in ISIS for searching:

RUNTYPE, OPTIONS, INCLUDE/EXCLUDE, NOBAND, and SPECTRUM. The

RUNTYPE statement allows a search through spectra for identification,

a search through structure for spectra, and combinations of these

approaches. OPTIONS includes wiggling spectra during searches,

subsetting the file, pointing out the coded spectral information

on hits, getting the names of the hits (instead of serial numbers),

and requesting structural information. INCLUDE/EXCLUDE state-

ment allows the addition of structural information to spectral

searches. Spectral searches use the NOBAND and SPECTRUM state-

ments to input spectral information.

During the Spring of 1971, when ISIS first became available,

the structure to spectra searching was not implemented and usage

was restricted to organic qualitative analysis. Structural theory

studies were not attempted except, in testing beginning software.

ISIS is now almost finished and structural studies will take place'

in the fall of 1971. To aid.in this work, Charles N. Reilly has

studied the cleanliness of the file for structural information.

These results are yet to be published.

ISIS can do 4 search for less than $1.00. This factor made

the production of another system (fofir IBM 360 Models 50 .and up)
,

worthwhile educationally since commercial searches are ten times

more expensiVe. Information on the availability of the, softwaie

(searching system in 360 ASSEMBLER and I/O in PL/I) can be obtained

from the author.

it,


